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EXECUTIVE SUMMARY 1 

 2 
The NextGen Joint Planning and Development Office (JPDO) and the NextGen partner agencies 3 
are planning the evolution of the entire National Airspace System (NAS) from its current state to 4 
a completely new concept over the next two decades in order to meet the envisioned demands of 5 
its users.  Based on the NextGen ConOps v 2.0 and other NextGen documentation, the currently 6 
envisioned changes to Air Traffic Management (ATM) capabilities and the operational 7 
improvements that will facilitate them will require network-enabled, aviation-tailored weather 8 
information.  The weather communities within the National Oceanic and Atmospheric 9 
Administration (NOAA), the Federal Aviation Administration (FAA), and the Department of 10 
Defense (DoD) have developed this Plan to ensure accessible, network-enabled weather 11 
information will be available to meet the user’s needs.  A complementary follow-on effort, to 12 
describe a Plan that describes a common weather reference and its translation and integration 13 
into evolving operational decision support, will also be developed to support risk mitigation 14 
goals for NextGen.  The Plans will be merged in 2010. 15 
 16 
In the NextGen concept, weather information used by ATM decision-makers will come from a 17 
net-centric, virtual, data repository of aviation weather data, referred to as the “four-dimensional 18 
weather data cube.”  This concept allows each agency to leverage and merge their existing 19 
agency-specific efforts and aviation-weather requirements into a mutually supportable national 20 
and eventually global, construct. This Federal effort addresses a way to combine public and 21 
private sector aviation weather needs into the ATM process as well as allowing each agency to 22 
maintain various independent capabilities consistent with their own weather needs. A 23 
foundational element of this Plan builds upon and takes advantage of evolving information 24 
technology advances.  25 
 26 
In order to achieve this Plan for weather access and use, the weather community must address 27 
certain unmet aviation weather user needs that exist today. If not addressed, many, if not all of 28 
these unmet needs will remain during any transitional ATM phase with increasing consequence. 29 
End-state ATM capabilities and performance-based goals will be greatly compromised without 30 
the envisioned weather infrastructure and support as described in this Plan. In short, weather 31 
access and use must change to support more performance-based operations as future NextGen 32 
capabilities are realized. 33 
 34 
Ongoing, unmet aviation weather user needs include: 35 

• Weather information content: Weather information content needs to be increasingly 36 
sufficient in terms of accuracy, timeliness, detail, and resolution consistent with the 37 
evolving NextGen functional and performance requirements. 38 

• Weather information availability: There needs to be consistent and universal 39 
(ubiquitous) access to weather information by aviation decision makers and other users.  40 

• Weather information consistency: Even when weather information is available it can 41 
be inconsistent in content or message. There is a need for weather information parity for 42 
more effective collaboration across multiple decision makers.  43 
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• Weather Translation: There is a need to translate and integrate weather information 44 
and its uncertainties within decision support constructs to meet evolving ATM 45 
operational missions and NAS user business models. 46 

• Weather predictability: NAS users find it difficult to interpret and/or understand and 47 
effectively plan using current descriptions of weather uncertainly. There is a need to 48 
support ATM resource predictability and availability within the context of weather 49 
uncertainty 50 

• Weather information framework: There needs to be an informational architecture for 51 
weather that facilitates growth, flexibility, and tailoring to support NextGen constructs. 52 

 53 
It is proposed in this plan that a 4-D Weather Data Cube will address these user needs and serve 54 
as a foundational framework for continued weather access and use in NextGen timeframes.55 
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1 INTRODUCTION 56 

 57 

1.1 Purpose and Scope of Plan 58 

 59 
1.1.1 Purpose 60 
One of the key tenets of NextGen is the assimilation of weather information into Air Traffic 61 
Management (ATM) decision making.  The NextGen Joint Planning and Development Office 62 
(JPDO) Weather Working Group developed a Weather Concept of Operations (ConOps) to 63 
define this capability.  This NextGen Weather Plan documents the NextGen weather concept and 64 
identifies the roles and responsibilities of the Government agencies within the National Weather 65 
Enterprise for developing an operational NextGen Weather Enterprise.  This includes 66 
implementing a 4-D Weather Data Cube (also called the Cube), planning for the development 67 
and integration of digital weather information into user decision support tools, identification of 68 
the policy and governance issues that must be resolved to enable the use of the Cube, and 69 
providing a science roadmap to meet aviation weather needs.  The initial version of the Plan 70 
includes a definition of the work, cost profiles, and timelines to achieve operational status for the 71 
Cube. 72 
 73 
This Plan has been developed in coordination with industry representation from the NextGen 74 
Institute.  This Plan provides industry a means to determine their business case to fit into the 75 
Next Gen Weather Enterprise based on the Government’s plan. 76 
 77 
This Plan will be updated to include more extensive sections on integration, policy and a science 78 
roadmap. 79 
 80 
1.1.2 Scope 81 
 82 
This document describes the management structure, tasks, and metrics that will be used to field 83 
the initial operational capability (IOC) of the Cube.  This document also describes the policy and 84 
procedural issues that must be clarified or changed before network-enabled weather can be fully 85 
utilized in the National Airspace System (NAS).  This document lays out the foundation for 86 
future Cube capabilities in an aviation weather science roadmap.  A complementary follow-on 87 
effort, to describe a Plan that describes a common weather reference and its translation and 88 
integration into evolving operational decision support, will also be developed to support risk 89 
mitigation goals for NextGen.  The Plans will be merged in 2010. 90 
 91 

1.2 NextGen Weather Management Structure 92 

 93 
The JPDO Board designated the NextGen Executive Weather Panel (NEWP) to act as the 94 
primary policy and decision-making body for issues related to NextGen Weather.   The NEWP 95 
consists of the FAA ATO Senior VP for NextGen and Operations Planning Services; the NOAA 96 
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Assistant Administrator for Weather Services; the Air Force Director of Weather; the 97 
Oceanographer of the Navy; the National Aeronautics and Space Administration (NASA) 98 
Director of Airspace Systems Program Office; and the Director of the JPDO.  If, in the unlikely 99 
case this panel is unable to resolve any particular issue the issue would be elevated to the JPDO 100 
Board and/or Senior Policy Committee. 101 
 102 
The NEWP is facilitated by the JPDO Weather Working Group co-chairs and the Executive 103 
Committee (EC).  The JPDO Weather Working Group has Government and Industry co-chairs 104 
and the EC is composed of agency leads and industry reps, as well as the Government and 105 
industry co-chairs of the various Weather Working Group teams. (See Figure 1-1.)  The Weather 106 
Working Group has five standing teams: the System Engineering Team, the Policy Team, the 107 
Weather Integration Team, the 4-D Weather Data Cube Team, and a Test/Demo team.   108 
 109 
In the summer of 2008, the NEWP agreed on agency roles and responsibilities for Government 110 
NextGen activities.  The two primary activities are the provision of net-enabled weather 111 
information and the application of the weather information in NextGen activities.    112 
 113 

- NOAA is the lead for the development and implementation of the provision of net-114 
enabled weather information, with the FAA, DoD, NASA, and Industry playing 115 
significant contributing roles.   116 

 117 
- FAA is the lead for the integration of net-enabled weather information into air traffic 118 

management decision making, with the NOAA, DoD, NASA, and Industry playing 119 
significant contributing roles.   120 

 121 
Consistent with the responsibility of the designation of “lead,” it is anticipated that the NOAA 122 
and FAA will provide a significant amount of the funding required for the development and 123 
implementation of their respective lead tasks.   Other agencies will identify relevant funding or 124 
internal programs which would complement the development and implementation activities and 125 
agree to allow the “integrated plan” to define tasks and preferred priorities for those particular 126 
funds. 127 
 128 
The NEWP will approve on a recurring (at least annual) basis this NextGen Weather Plan, which 129 
will contain implementation timelines, identification and definition of critical milestones, and 130 
updates to the agreed upon roles and responsibilities contained in this document. 131 
 132 
 133 
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 134 
Figure 1-1 NextGen Weather Management and Governance Structure 135 

1.3 Major Data and Information Sources Used  136 

This plan used the following documents as references 137 

 138 

a. Final Report of the Commission on the Future of United States Aerospace Industry  139 
b. Vision 100 - Century of Aviation Reauthorization Act (P.L.108-176)  140 
c. Next Generation Air Transportation System (NextGen) Integrated Plan  141 
d. Next Generation Air Transportation System Weather Concept of Operations v1.0  142 
e. NextGen ConOps v2.0  143 
f. NextGen Integrated Work Plan v1.0  144 
g. NextGen Business Case v1.0 145 
h. 4-D Weather Functional Requirements for NextGen Air Traffic Management v0.1 146 
i. NextGen Enterprise Architecture – Draft Weather Segment 147 

 148 

1.4 Problem Statement  149 

Today’s national air transportation system is susceptible to weather disruptions causing flight 150 
delays, the impacts of which can be widespread.  Fast moving summer or winter storms 151 
impacting one hub airport or key transcontinental route can ground aircraft thousands of miles 152 
away, further propagating flight delays and cancellations.  Weather delays are more than an 153 
inconvenience; they cost the nation’s airlines, cargo carriers, and corporate and private users in 154 
excess of $4 billion annually.  While severe weather will likely continue to prevent airspace and 155 
airport access in the immediate vicinity of the event, many delays could be avoided with more 156 
proactive ways of dealing with weather throughout the national air transportation system.  The 157 
current ATM system and supporting decision making tools are primarily reactive to weather 158 
events and are ineffective in implementing the NextGen vision. 159 
 160 
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In the current system, weather information is not integrated into the ATM process.  Many 161 
weather tools are added to ATM systems after the fact and are not integrated well.  This requires 162 
interpretation by the controller who must manually integrate this information into traffic 163 
decisions based on his or her understanding of the information presented.  The weather data 164 
provided by these systems may not be provided in a manner that is useful in human-made traffic-165 
flow decisions.  Automated systems, many of which are designed around fair weather scenarios, 166 
must be shut down when significant weather impacts operations.  This lack of automated tools 167 
during weather events necessitates a cognitive, reactive, inefficient weather-related decision-168 
making process and a meteorological competency on the part of decision makers during the 169 
times of greatest need for automated assistance.  What results is a manual interpretation of 170 
potential weather impacts and perception based largely on experience for the determination of 171 
“best data source.”   172 
 173 
In some cases, current ATM processes ignore weather forecasts; claiming the weather forecast is 174 
not accurate or consistent.  Where processes disregard weather data, this often can be traced to 175 
the fact that the present weather data system is a collection of diverse, uncoordinated 176 
observations, forecasts and supporting systems.  Indeed, today a weather system infrastructure 177 
that adequately supports the timely and collaborative air transportation decisions does not exist. 178 
 179 
There is a need to develop a multi-agency, synchronized plan to achieve solutions to these 180 
problems.  As articulated in the NextGen vision, the solution must enable decision makers to 181 
identify areas where and when aircraft can fly safely with weather assimilated into the decision-182 
making process in order to optimize the entire national airspace system.  The NextGen Weather 183 
Plan provides the initial scope and implementation roadmap to address requirements to achieve 184 
the NextGen weather vision.  It also addresses agency roles and responsibilities and includes 185 
resource requirements. 186 
 187 

1.5 Concept of NextGen Weather  188 

 189 
The NextGen Weather Plan is a multi-agency, synchronized plan that optimizes resources and 190 
creates a synergy that promotes more rapid and effective implementation.  The execution of this 191 
NextGen Weather Plan will put into place a proactive system better able to address and limit the 192 
impact of weather. 193 
 194 
In the NextGen Enterprise, weather information, including its future uncertainties, will be 195 
integrated into Flight Management Systems, as well as NAS automation and decision-support 196 
systems to support safer and more efficient flight and a more proactive reduction of air traffic 197 
delays by balancing demand with system capacity.  This translates into user cost savings and air 198 
transportation system efficiencies.   199 
 200 
The new paradigm promotes sharing weather information, not data.  It replaces the use of 201 
individual and potentially conflicting weather products with network-enabled common weather 202 
information that supports a common situational picture.  Enhanced tailored, probabilistic weather 203 
information that has been translated and integrated into NAS automation and decision-support 204 
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systems enables users and service providers to more precisely identify specific weather impacts 205 
on operations (e.g., trajectory management and impacts on specific airframes, arrival/departure 206 
planning) to ensure continued safe and efficient flight.  NAS automation tools use integrated 207 
weather information (including uncertainty), demand information, and other capacity constraints 208 
to analyze the integrated information picture.   The results of this analysis allows users and 209 
service providers to select from among proposed mitigation strategies to balance demand to 210 
available capacity, both strategically and tactically.   These strategies will be less disruptive (e.g. 211 
fewer flights rerouted) because the definition of the weather-impacted airspace will be more 212 
precise in extent and timing, based on enhanced weather availability including enhanced weather 213 
observations and forecasts, including probabilities.  Automation will exist on both the user side 214 
and the Air Navigation Service Provider side, and will be linked to enable automated negotiation 215 
of these proposed strategies.  The availability of enhanced weather information integrated with 216 
automated decision-support tools will be increasingly extended to the cockpit to ensure safety 217 
and maintain flight efficiency.   218 

1.6 Alternatives Considered for Providing Weather Information  219 

 220 
The NextGen Weather ConOps team recognized the need to look at improving the weather 221 
information infrastructure before it could be incorporated into the ATM decision-support 222 
processes.  This section briefly discusses the four weather data architectures considered during 223 
the development of the NextGen ConOps.  The emphasis of this discussion is on the Cube itself.  224 
The network infrastructure that will distribute this information is considered separately.   225 
 226 

Alternatives Description Feasibility 

Ability to 

deliver 

NextGen 

vision 

Status quo – do 
nothing 

Maintain separate architectures and 
costly point-to-point communication 
solutions.  The data are neither 
deconflicted nor net-centric. 

Green Yellow/Red 

Update all systems 

to a single existing 

weather system 

design 

 

Upgrade all of the various weather 
systems to match one of the existing 
weather data distribution systems. 

Red Yellow/Red 

Develop a new 
weather data 
architecture from 
scratch 

Start with a clean sheet of paper and 
convert the architectures of all agencies 
to this architecture.  This option would 
meet NextGen requirements, but would 
be the costliest, involve the most 
implementation risk, and would 
unnecessarily replace existing 

Red Green 
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architectures. 

Develop a new 
weather data 
distribution 
architecture, 
leveraging net-
centric standard and 
existing 
architectures 

Leverage net-centric standards and 
incorporate legacy architectures.  This 
option overcomes the deficiencies of the 
other alternatives, meets all NextGen 
goals and requirements, is the most cost 
effective, and involves acceptable 
implementation risk. 

Green Green 

Table 1-1 Alternatives Considered for Providing Weather Information  227 
 228 

1.6.1 Status Quo - Do Nothing 229 

The baseline, multi-agency weather data processing, access, and dissemination architecture 230 
consists of multiple distributed processing systems collecting sensor data and producing value-231 
added analysis and forecast products.  Organizations access the data by arranging with managers 232 
of weather processing systems and agency telecommunication systems for point-to-point 233 
transport of the weather products.  Some data are also available via access to special web pages 234 
(e.g., Aviation Digital Data Service [ADDS]).  The status quo is an unacceptable option because 235 
it involves diverse architectures, technologies, and standards; it does not meet numerous 236 
NextGen requirements (e.g., publication/subscription registry, push/pull access, tailored 237 
information, and a single authoritative source (SAS) of weather information); and point-to-point 238 
dissemination is a costly option, resulting in critical information being unavailable to all 239 
stakeholders. 240 
 241 

1.6.2 Update All Systems to a Single Existing Weather System Design 242 

The second alternative considered is to upgrade all of the various weather systems to match one 243 
of the existing weather data distribution systems to meet NextGen needs.  This alternative was 244 
determined to be problematic, costly, complex, and risky.  Here are several examples.  The 245 
exclusive use of the DoD’s virtual Joint Meteorological and Oceanographic (METOC) Data Base 246 
(JMDB) to be the NextGen architecture, would involve major (and perhaps insurmountable) data 247 
standard issues for non-military users, as well as issues involving multi-mission focus and 248 
priorities.  ADDS currently makes weather forecasts, analyses, and observations available to 249 
aviation stakeholders via the internet; however, ADDS may not meet the reliability, scalability 250 
and security for NextGen.  NOAA’s National Digital Forecast Database (NDFD) is altitude 251 
limited (i.e., surface to 5,000 feet) and does not meet the goal of the Commission on the Future 252 
of the US Aerospace Industry to provide “high-resolution weather forecasts creating 4-D (space 253 
and time) profiles, accurate for up to 6 hours for all atmospheric conditions affecting aviation, 254 
including wake vortices.”  255 
 256 
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1.6.3 Develop a New Weather Data Architecture from Scratch 257 

The third alternative considered a new architecture that would start from a clean sheet.  It would 258 
include centralized weather data processing, publication, and access.  This option would meet 259 
NextGen requirements, but would be the costliest, involve the most implementation risk, and 260 
would unnecessarily replace existing architectures. 261 
 262 

1.6.4 Develop a New Weather Data Distribution Architecture, Leveraging Net-Centric 263 
Standards and Existing Architectures 264 

The last alternative is to develop a new, weather-data distribution architecture by heavily 265 
leveraging net-centric standards and incorporating legacy architectures.  By leveraging net-266 
centric data sharing standards such as the Joint METOC Brokering Language (JMBL) and the 267 
Open Geospatial Consortium (OGC) standards across multi-agency architectures the views and 268 
needs of different communities can be better accommodated.  The FAA, NOAA, and DoD were 269 
already moving toward this service oriented architecture.  This option overcomes the deficiencies 270 
of the other alternatives, meets all NextGen goals and requirements, is the most cost effective, 271 
and involves acceptable implementation risk.  It also allows for the provision of current 272 
regulatory weather products (e.g., convective Significant Meteorological Information 273 
[SIGMETs]), while policy is changed to transition the NAS from a “product” to an 274 
“information” environment.  This option includes distributed data processing, with centralized 275 
publication/subscription, using much of the current baseline architecture; and develops a single 276 
authoritative source of weather information for collaborative decision making.   277 
 278 

1.7 Recommended Solution 279 

1.7.1 New Infrastructure for Providing Weather Information: 4D Weather Data Cube 280 

The JPDO Weather Working Group decided to follow the lead of several agencies and selected 281 
the fourth alternative - Develop a New Weather Data Architecture, Leveraging Net-Centric 282 
Standards and Existing Architectures for implementation.  This solution became known as the 4-283 
D Weather Data Cube within the NextGen community and referred to as the Cube within this 284 
document.  Section 2 of this document describes the Cube implementation plan with more 285 
program specifics found in the appendices.  Version 1.0 of this document includes the program 286 
plan to meet the Initial Operational Capability (IOC) in 2013.  Future versions will include 287 
development plans to meet NextGen requirements out through 2025. 288 
 289 
The Cube contains all public domain, unclassified, domestic weather information relevant to 290 
aviation decision making including human and machine-derived observations (ground, air or 291 
space-based), analyses, and forecast products (text, graphic, gridded, machine readable), model 292 
information, and climatological data. Foreign, proprietary/private sourced products are also 293 
included.  294 
 295 
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The information in the Cube will be tagged to allow users to access the necessary information 296 
required to complete a task (flight planning, reroute, fuel load, etc). This tagging will also 297 
facilitate redundancy and transition from legacy Agency platforms 298 
 299 
Cube weather data will be archived as driven by user need and regulations 300 
 301 

1.7.1.1 Weather Information Network Functionality 302 

Technologies now exist to develop and provision (e.g., sustain an implementation) the described 303 
4D Weather Data Cube via a weather information network (WIN). The WIN is an architecture of 304 
network-enabled enterprise services that consists of a series of weather collection servers or 305 
databases containing weather information from Government and Industry suppliers (e.g., 306 
National Weather Service (NWS), other Agency processing facilities, research or laboratories, 307 
etc ) that are distributed and networked across multiple locations. The locations are based, in 308 
part, on the ability to leverage or optimize current or planned capabilities at these facilities to 309 
collect, process, store, archive, and disseminate weather information. The individual (remote) 310 
weather information locations together with the WIN comprise the Cube. 311 
 312 
In essence, some portion of a “weather network” already exists – facilitated by the Internet – 313 
where users ‘browse’ and ‘request’ weather information (e.g., from different NWS Weather 314 
Forecast Offices, private vendors (WeatherBug), etc). However, the WIN is a much more robust 315 
network and contains functionality that partitions access (e.g., for premium commercial services, 316 
etc.), allows data search/query and manipulation, facilitates an information ‘smart push or pull’ 317 
based on weather thresholds driven by regulation, aircraft performance, user preferences, or 318 
other safety critical triggers, archives data as per user need and regulation, etc.  319 
 320 
Such a network facilitates information sharing in broader, more timely and consistent ways 321 
among differing groups of users (e.g., AOC and TFM, Pilots and ATC, etc.), applications, and 322 
user service or decision support platforms during each transitional phase of NextGen. The 323 
networked information is secure, distributed, and easily expandable to accommodate increased 324 
performance requirements (e.g., larger volumes, greater complexity, higher fidelity weather data 325 
for automation ingest, low latency information for immediate user response, etc.) or enlarged 326 
user base. It enables situational awareness among local and between remote decision makers. It 327 
enables collaboration and shortened decision cycles.  328 
 329 
Information sharing among users is standardized (protocols and formats that are universally 330 
acceptable) with controlled exchange structure and services. This facilitates communication and 331 
collaboration across time and space boundaries to achieve common mission objectives. This also 332 
supports evolving standards and protocols and is independent of the underlying communications 333 
infrastructures.  334 
 335 
The Cube will contain and the WIN will provide data for that data domain in which a user or 336 
decision support tool has requested data and the user is authorized to receive that data.  This 337 
includes the ability to separate, restrict or protect access to certain kinds of information, such as 338 
proprietary or private vendor weather data/products, or based on user (pilots, dispatch, 339 
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controllers, marine, space, etc.) and Agency (DoD, Department of Commerce [DOC], 340 
Department of Transportation [DOT], etc.) business rules and service needs.  341 
 342 

1.7.1.2 Single Authoritative Source (SAS) 343 

The two most important features of the WIN is that it 1) facilitates the development of a source 344 
for common weather, and 2) facilitates the integration of common weather into aviation decision 345 
support tools and platforms. 346 
 347 
1.7.1.2.1 SAS Common Weather 348 
Because all the weather information is linked via the WIN, techniques can be developed to  349 
de-conflict the disparate observations, analyses, and forecasts contained across the Cube to 350 
achieve a common current and future state of the atmosphere for NextGen Air Traffic 351 
Management decision making. 352 
 353 
The 4-D Weather SAS definition is the weather information that supports NextGen ATM 354 
aviation decision making.  It is one or more 4-dimensional grid(s) of aviation-specific 355 
observations, analyses, and forecasts organized by 3-D spatial and time components (x, y, z, t) 356 
that extends from the surface to low earth orbit.  To enable a common weather operating picture 357 
and enhance collaboration, the SAS provides a single value at each grid point that is the ‘best 358 
representation’ of a weather element (e.g., wind speed and direction, runway visual range, 359 
turbulence, etc.). 360 
 361 
The SAS is a subset of the weather information available from the NextGen network enabled 362 
Cube.  Much of this distinct subset is derived from other weather information residing in the 363 
Cube and is designed specifically to provide common weather situational awareness, foster 364 
improved collaboration among users and air navigation service providers (ANSP), and support 365 
NextGen decision making.  This aviation specific representation of current and future states of 366 
the weather is accomplished through methodologies to fuse (or merge) the various observations 367 
and forecasts contained in the Cube. 368 
 369 
The SAS contains weather elements that are focused towards all aviation communities; the SAS 370 
content is consistent with the time and performance attributes important to operational aviation 371 
users and their decision support tools.  The SAS content includes probability of occurrence 372 
forecasts for weather parameters determined to improve operational decision making.  Although 373 
the SAS will be the source of weather information used to produce aviation alerts, advisories, 374 
and warnings associated with significant and potentially hazardous changes in the weather, these 375 
derived products will not be contained in the SAS. 376 
 377 
The SAS information is consistent because it provides the common reference source of aviation 378 
focused weather.  SAS information is available to all National Airspace System (NAS) 379 
participants via network enabled mechanisms, under open and unrestricted data rights. 380 
 381 
 382 
 383 



Joint Planning and Development Office 

DRAFT v1.0 
NEXTGEN Weather Plan  

 

DRAFT v1.0  March 31, 2009 10 

1.7.1.2.2 Facilitating Integration: SAS Weather into Operations 384 
Of particular operational importance, the WIN network-enabled enterprise services will prepare 385 
and deliver the SAS weather information in a format ready for integration into aviation decision 386 
support systems – a tenet for a successful NextGen implementation. In NextGen, SAS weather 387 
information will be integrated into the users’ decision supports tools that will apply the user’s 388 
specific thresholds to alert the user to potentially adverse weather and determine the risk to the 389 
user’s operations. 390 
 391 
To meet these integration needs, the NextGen weather ConOps utilizes the SAS concept to create 392 
a new way of looking at the role of weather in aviation.  The focus of this new paradigm is on 393 
common weather “information” that can be easily understood by users and eventually be 394 
integrated with automation tools.  This is in contrast to the current use of “products” that are 395 
often inconsistent and must be manually interpreted by decision makers.  To meet this new 396 
paradigm, the NextGen weather domain authority determines the SAS content and eliminates the 397 
need for decision makers to choose among potentially competing/conflicting weather “products”.  398 
SAS information is quality controlled by the appropriate and respective domain authority(s) and 399 
approved for use in Air Traffic Management (ATM) decisions and regulatory use; therefore it 400 
will be the primary source of weather information used by the Government, as well as by 401 
operational participants in joint, collaborative Government/user decision making discussions and 402 
processes in NAS operations. 403 
 404 
Although the SAS is defined as the foundational source of aviation weather information, it 405 
should not be viewed as the sole source for the aviation industry.  Industry and aircraft operators 406 
are not obligated to use the SAS and may choose to employ other weather information, if they 407 
feel it better fits their business model; however, this would be a departure from the collaborative 408 
decision making process.  As an example, flight and flow management will become increasingly 409 
difficult if alternate weather predictions are used for decision making. 410 
 411 
The SAS, and its integration into Decision Support Tools (DST), supports several required 412 
NextGen capabilities for capacity management, trajectory management, flow contingency 413 
management, separation management and improved surface operations.  As an example, for 414 
strategic timeframes, common weather supports the assignment of traffic flows that best achieve 415 
capacity balance, safety and end user desires. It effectively allows traffic flow plans to be 416 
developed based on a consistent analysis of weather as well as the common understanding and 417 
uncertainty of the future state of the atmosphere. 418 
 419 
As described, the SAS will be a valuable yet crucial tool for NextGen operations.  The common 420 
weather picture will greatly improve collaboration between users and ANSPs to enhance the 421 
ability to apply risk management to reduce the impact of weather on their operations.  The SAS 422 
will enhance the ability to make unified aviation decisions and manage the strategic and tactical 423 
plans required to meet NextGen NAS needs. 424 
 425 
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1.7.2 Weather Integration 426 

Today, the collection of diverse, uncoordinated weather observations, forecasts and systems does 427 
not support the growing need for “information, rather than data” to support timely and 428 
collaborative air transportation decision making necessary to avoid bad weather.  Additionally, 429 
the manner and methods of the actual decision-making process involving weather information is 430 
not well developed to support the NextGen concept.  In the previous section, the initial solution 431 
to the Problem Statement described how the Cube will be designed and built to form the set of 432 
weather information that NextGen will use.  This is the precursor to the second part of the 433 
solution to the Problem Statement that necessarily involves what is termed “weather integration.”  434 
The Weather Integration Phase, herein referred to as “Integration,” is an overlapping phase in the 435 
Weather Plan in which weather information developed in the Cube is used in decision-support 436 
tools, models, algorithms, and so forth to achieve one of eight key capabilities established in the 437 
NextGen ConOps, “Weather Assimilated into Decision-Making.” 438 
 439 
Integration is the action of taking weather information from the Cube and using it in 440 
sophisticated decision-support tools that will, among other things, enable trajectory-based 441 
operations (TBO) and high density operations.  TBO is a major transformation in NextGen and is 442 
the main mechanism for managing air traffic in high density or high complexity airspace.  A 443 
major element in calculating optimum trajectories is knowing where weather phenomena are 444 
located, their intensity, their movement, and so on.  A lack of weather information puts TBO at 445 
significant risk, particularly when convective weather is present.  Integration incorporates 446 
weather information into the decision-support tools that formulate the most efficient air traffic 447 
routing solutions and continually account for inherently dynamic weather phenomena. 448 
 449 
Integration also allows NextGen stakeholders to make informed decisions affecting a variety of 450 
other operations, such as ground refueling, snow removal, or maintenance activities.  As 451 
operations models are refined and synchronized with air traffic flow management, they depend 452 
more and more on timely and accurate weather information.  As the Cube develops, there is a 453 
natural progression toward incorporating this weather information into more sophisticated 454 
decision-support tools that continue to optimize resources for these operations. 455 
 456 
While integration is considered a key phase in the execution of this Plan, there is much work that 457 
must be done to understand and develop the tools to actually use the Cube’s information 458 
efficiently and effectively.  As articulated in the ConOps, NextGen will move toward automation 459 
in its pursuit of decision-support tools. 460 
 461 
Currently, the FAA is the lead agency charged with developing integration tools.  The FAA’s 462 
NextGen Implementation Plan (NGIP) includes the Reduce Weather Impact (RWI) Program.  463 
Activities in the near term will focus on: developing a concept of use and initial requirements for 464 
weather dissemination; preparing for and conducting a weather dissemination interoperability 465 
demonstration; developing a concept of use and requirements for weather information needed by 466 
manual and automated traffic management and cockpit decision-support tools; assessing gaps 467 
and redundancies in the current aviation weather observation networks; development of a 468 
weather radar replacement; and development of improved forecasts (e.g., convection, turbulence, 469 
icing). 470 
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 471 
The FAA has a budget to develop the Weather Integration Plan.  This JPDO Weather Working 472 
Group will incorporate the Weather Integration Plan into the NextGen Weather Plan in 2010. 473 
 474 
While the Cube is being developed, the Weather Integration Team will address the issue of 475 
assimilating weather into the ATM decision-making process.  The team is comprised of experts 476 
from the weather community, pilots, air traffic management, airports and other NextGen work 477 
groups.  They are developing a separate plan for integrating weather into automation and 478 
decision-supports systems.  The team is reviewing the FAA NGIP, the JPDO NextGen Integrated 479 
Work Plan (IWP), and other research plans to identify insertion points for integrating weather 480 
into operations.  The team will work with operators and automation developers to understand 481 
their needs and recommend specific, weather-diagnostic tools for integration into operational 482 
systems. 483 

1.7.3 Updates to Operational Policies and Procedures 484 

 485 
The Cube concept and integration of weather information into the ATM decision-support process 486 
introduces three additional areas requiring planning—governance of the Cube, updating existing 487 
policies and regulations pertaining to weather requirements for flight safety, and coordinating the 488 
research and development for future capabilities to meet NextGen end-state requirements. 489 
 490 
A governing body is required to regulate and manage the operational Cube for weather providers 491 
and users.  The governing body will have the capability to add, delete, or change database 492 
locations, content, and functionality as driven by future agency capabilities or as required by 493 
future user needs.  The governing body will develop policies regarding standards and Cube 494 
access requirements. 495 
 496 
Current aviation regulations, applications, and services that require weather information will 497 
need to be supported. The Cube, at IOC will contain weather information from legacy (current) 498 
observational and system ground, air, and space-based sources. This will include information 499 
from supporting Agency weather radars, weather satellites, aircraft (on-board sensors and pilot 500 
reports), weather products (aviation-centric and otherwise) in traditional alpha-numeric forms, 501 
surface observations, model outputs, and forecast products. The Cube will also contain weather 502 
information from outside of the Continental United States [CONUS] (e.g., Canada, Caribbean, 503 
etc.). 504 
 505 
Section 3 of this document will describe the governance and policy plan.  It will be incorporated 506 
into the Plan in a future version. 507 
 508 

1.7.4 Plan to Meet NextGen Requirements Beyond IOC 509 

 510 
In order to support NextGen initiatives, the weather information collected and contained in the 511 
Cube will change throughout the development of NextGen.   The IOC for the Cube will consist, 512 
primarily, of current weather data required for flight safety available via a net-centric 513 
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infrastructure.  In future spiral developments, the Cube will eventually expand the breadth of its 514 
data to include weather information from the Earth’s surface up to an altitude of 500 kilometers 515 
(low Earth orbit). Additional sensor, model, or forecast information, including improvements in 516 
accuracy, update rate, resolution, etc, will become incorporated. The Cube will contain 517 
associated analysis and forecast probabilities for user-defined decision-support and other 518 
automated tools. Finally, specific weather information for other Agency needs (e.g., fire weather, 519 
emergency management, highway transportation) will be incorporated into the Cube as the needs 520 
are realized. 521 
 522 
The agencies and industry will need to conduct extensive R&D to meet many of the future 523 
NextGen requirements.  Section 4 of this document will describe the coordinated science 524 
roadmap to meet these requirements.  By developing this Plan during the initial IOC 525 
development phases, the R&D can be directed to meet future, spiral developments of the Cube 526 
and meet integration requirements.  Section 4 will be incorporated in a future version of this 527 
document. 528 
 529 

1.8 Anticipated Benefits and Impact  530 

 531 
Many of the 4D Weather Data Cube benefits directly support the FAA Flight Plan and the 532 
capability required to provide increased capacity and margin of safety in the face of large 533 
anticipated increases in demand. Some of these capabilities will be dependent on the net-centric 534 
access of weather information, improved weather observation and forecasting capabilities, and 535 
the development of a common weather picture and the integration of that weather information 536 
into operational DSTs. to support specific trajectory based operations and improve optimal 537 
routing and re routing. 538 
 539 
1.8.1 Net-Centric Benefits 540 
The Cube enables the point-to-multipoint, networked access of observational and forecast 541 
weather information by all NextGen users, service providers, military planners, security 542 
personnel, and the flying public, of observational and forecast weather information from the 543 
distributed sources. The 4-D Cube will enable net-centric access by system users to consistent 544 
tactical and strategic level weather information. The Cube will also employ Networked-Enabled 545 
Operations (NEO) compatible data management techniques to enable information to be 546 
accessible across varied space and time scales. Changes to weather information will be rapidly 547 
disseminated and all categories of weather users will have improved access to timely and 548 
accurate flight information at their homes, businesses, airports, and in the air to support 549 
improved decision making for increased capacity and enhanced safety. 550 
 551 
These benefits will drive ancillary improvements in the detection, lead time and provision of 552 
weather information. These include, but are not limited to improvements in weather sensing 553 
capability (e.g., a more complete, operationally relevant, consistent, and cost effective 554 
measurement of the atmosphere), which is required to provide better aviation-tailored analyses 555 
and forecasts in time and space, and the universal and common access of that data, information, 556 
and knowledge by all users. Aviation driven high resolution modeling requirements will 557 
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additionally enable NOAA to produce more accurate public forecasts. 558 
 559 
1.8.2 Common Weather 560 
Common weather data, information, and knowledge will enable pilots and aircrews to engage in 561 
shared situational awareness and shared responsibilities with controllers, dispatchers, flight 562 
service station specialists, and others, pertaining to safety and efficient preflight, en route, and 563 
post flight aviation decisions involving weather. Such common weather information, integrated 564 
into controller decision support tools, will improve the efficiency of controller decisions and 565 
greatly reduce controller workload during unfavorable weather.  566 
 567 
1.8.3 Reduced Costs 568 
The Cube proposed solution eliminates need for unique interfaces to support access to duplicate 569 
weather information Additional benefits are realized from reduced costs by use of weather data 570 
access /format open standards and common weather data base. This facilitates the reuse of 571 
weather data access software documentation and code, greatly streamlines software update and 572 
change management strategies, and reduces communications lines required by weather data 573 
subscribers  574 
 575 
1.8.4 Multi-Agency Benefits 576 
In the end-state, the 4-D Cube will benefit from complimentary agency research  577 
and development focused on improved numerical weather prediction, aviation hazard  578 
prediction/detection, automated decision rules, and net-centric weather data standards.  579 
 580 
NOAA will use the Cube technology to improve access to all NWS products and services via 581 
their portion of the Cube.  The increased availability of networked weather information supports 582 
automated decision assistance tools for other agencies and entities beyond FAA. 583 
 584 
IT and Data Management enhancements required by the Cube will allow NOAA to establish a 585 
virtual repository and access for critical NWS products and services beyond aviation.  It also 586 
extends the AWIPS enterprise services into a ‘system of systems’.  These two enhancements will 587 
support GEOSS requirements and enhance continuity of operations for NOAA. Finally, the idea 588 
that one could “data mine” information that was tied spatially and temporally to a common 589 
datum or frame, allows for truly coordinated decision making between and within Agency users. 590 
 591 
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2 NEXTGEN 4-D WEATHER DATA CUBE IMPLEMENTATION 592 

PLAN, COST ESTIMATE, AND RISKS 593 

2.1 Management Structure Required to Develop and Deliver the 4-D Weather Data Cube  594 
 595 
The Weather Working Group Board of Directors established the NextGen 4-D Weather Data 596 
Cube Team to coordinate the efforts of the agencies and avoid the duplication of Cube programs.  597 
This team consists of NOAA, FAA, DoD (USAF), and Industry representatives.  Under the Cube 598 
Team are two sub-teams focusing on specific aspects of the Cube: the Environmental 599 
Information (EI) Team and the Information Technology (IT)/Enterprise Services (ITES) Team.  600 
The Cube management structure is illustrated in Figure 2.1.  While there are agency and industry 601 
specific leads for each sub-team, all of the agencies are participating.  Appendix E contains a list 602 
of agency and industry representatives for each of the teams. 603 
 604 
 605 

 606 
Figure 2.1: 4-D Weather Data Cube Management Structure. 607 

 608 
For planning purposes there are three main periods for development and implementation of the 609 
Cube capability: 610 
 611 

• Near Term (2009-2013) – Initial Operational Capability (IOC) 612 

• Mid Term (2011-2018) – Mid-Term Operational Capability (MOC) 613 

• Long Term (2016-2023) -  Full Operational Capability (FOC) 614 
 615 

The Cube Team developed a Work Breakdown Structure (WBS) for the development and 616 
implementation of an IOC Cube for this NextGen Weather Plan, v1.0.  It is anticipated that the 617 
Cube Team will update the WBS to reflect any new tasks from the JPDO sponsored Weather 618 
Integration Plan, the JPDO Net-Centric Division work plan, and the maturity of the NextGen 619 
concepts. 620 
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 621 
The following sections will cover the overarching assumptions, major WBS tasks and timelines, 622 
and the risks involved in developing and implementing the IOC Cube. The detailed tasks 623 
outlined in Section 2.5 are found in Appendix C.  The estimated costs are found in Appendix D.  624 
The public version of the NextGen Weather Plan will not include Government budgetary 625 
information due to its pre-decisional status. 626 

2.2 Scope 627 

The initial version of this portion of the Plan will outline the high level tasks that must be 628 
completed to develop the operational Cube. These tasks will be allocated to the agencies. Agency 629 
budgets and program plans will be compared to see they are commensurate with the level of 630 
tasking.  Future versions will extend focus onto the integration and governance portion of the 631 
Plan. 632 

2.3 Assumptions 633 

 634 
Assumptions made for the IOC Cube in this Plan are: 635 

a. Once the Cube Team develops and delivers requirements, the organizations responsible 636 
for obtaining the network infrastructure will ensure that the network infrastructure and 637 
throughput necessary to support the sharing of Cube data will be operationally available 638 
at IOC. 639 

b. Agency funding will match this Plan. 640 
c. Agency Science and Technology roadmaps will align with this Plan. 641 
d. The NextGen Integrated Work Plan (IWP) will be updated to match this Plan. 642 
e. The 4-D Weather Functional Requirements for NextGen ATM document will be validated 643 

by the operators and decision makers. 644 
f. Implementation dates for IOC, MOC and FOC are 2013, 2016, and 2022, respectively. 645 
g. The Net-Centric Operations Division will define an architectural framework that will be 646 

compatible with the architecture being defined by the activities within this plan. 647 
h. The Net-Centric Operations Division will define an inter-agency security framework with 648 

sufficient lead time to be implemented by IOC. 649 
 650 

2.4 Methodology 651 

The Cube Team started the Cube planning by requiring all the team members to become familiar 652 
with the existing JPDO NextGen documentation as well as their respective agency’s or 653 
employer’s plans for NextGen.  Based on this knowledge, the first task was to define IOC for the 654 
Cube. 655 
 656 
IOC definition and plan 657 
- The Cube  Team divided the work between the teams to develop thresholds and objectives 658 
- The Cube Team and sub-team leads developed tasks to meet IOC requirements 659 
- The Cube  Team organized the tasks into a WBS along with required management activities 660 

into this NextGen Weather Plan (Appendix C) 661 
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- Annual demonstrations and reviews, as well as providing regular updates to the NEWP will 662 
provide opportunities to refine this plan 663 

- The EI team focused on the data content for the Cube to include a subset identified as an 664 
initial SAS capability  665 
o The EI team  666 

� Compiled a lengthy list of products that are either currently in the inventory 667 
for the IWP parameters or are well along in the R&D process.   668 

� Determined the IOC Cube data and product thresholds and objectives based 669 
on FAA stated requirements for IOC 670 

• Threshold - committed to providing that product or dataset in a net-671 
enabled fashion at IOC 672 

• Objective – data or product will be considered but not promised for 673 
IOC or beyond.  The reason for leaving a product or data set as 674 
Objective may be that it is not sufficiently mature in the R&D process 675 
to expect it will be operational at IOC.   676 

� Determined the data and products needed to meet current regulatory 677 
requirements 678 

� Determined which intermediate products are needed to meet a proposed IOC 679 
solution 680 

� Will review list annually to ensure the right data will be in the Cube to meet 681 
the requirements 682 

- The ITES Team focused on the IOC infrastructure 683 
o ITES team drafted an IT ConOps based on use cases to help define IOC  684 
o Determined the IT thresholds and objectives  685 

� Threshold  686 

• Ability to exchange data between systems 687 

• Respond to requests 688 

• Support publish and subscribe 689 
� Objective 690 

• Support complex retrievals and calculations 691 
o Annual reviews and demonstrations will refine these goals over time 692 

 693 

2.5 Program Plan  694 

 695 
The WBS activities to reach IOC are shown in Figure 2.2.   This schedule does not show all 696 
activities; lower level activities are rolled up to the first major sub-level.  This section will 697 
describe the major tasks of the WBS: (1) Program Management, (2) IT Services, (3) Cube 698 
Contents, (4) IOC SAS, and (5) IOC.  The high level tasks are broken down and described in 699 
Appendix C.  The schedule of the activities described in Appendix C is shown in Figure 2.3. 700 
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 701 
WBS 

Element Task Name 

1 Program Management 

1.1 4-D Weather Data Cube IT Conops 

1.2 Operational Requirements 

1.3 Governance 

1.4 Program Management Plan 

1.5 Risk Management Plan 

1.6 Configuration Management Plan 

1.7 Integrated Science Roadmap 

1.8 Definition of IOC Content 

1.9 Investment Analysis 

2 IT Services 

2.1 Architecture 

2.2 Services and Format Standards 

2.3 Software Development 

2.4 Security 

2.5 Latency and Performance Analysis 

2.6 Efficient XML Technology 

2.7 Demonstrations 

2.8 Procure-Deploy HW-SW 

2.9 OT&E 

3 Cube Content 

3.1 Element R&D 

3.2 Contents Tool Production 

3.3 Element Transition to Operations 

3.4 Forecast Process 

3.5 Verification 

4 IOC SAS  

4.1 SAS Concept 

5 IOC 

5.1 IOC 

 702 
Figure 2.2 High-Level Work Breakdown Structure 703 

 704 
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WBS Task Name

1 Program Management

1.1 4-D W eather Data Cube IT Conops

1.2 IT Requirements

1.3 Governance

1.4 Program Management Plan

1.5 Risk Management Plan

1.6 Configuration Management Plan

1.7 Integrated Science Roadmap

1.8 Definition of IOC Content

1.8.1 Sources of IOC Content

1.8.2 IOC Content Definition

1.9 Investment Analysis

1.9.1 FAA Investment Analysis

1.9.2 NW S Operational Services Improvement Processes (OSIP)

2 IT Services

2.1 Architecture

2.1.1 High Level Architecture

2.1.2 FAA Detailed Architecture

2.1.3 NOAA Detailed Architecture

2.2 Services and Format Standards

2.2.1 FAA W eather Specific Services Design Standards

2.2.2 FAA W eather Product Data Format Standards

2.2.3 NW S JMBL Gap Analysis

2.2.4 NW S IOC Services

2.3 Software Development

2.3.1 W eb Coverage Service (W CS)

2.3.2 W eb Feature Service (W FS)

2.3.3 Service Adapters

2.3.4 Registry/Repository

2.3.5 Ontology & Mediation

2.3.6 Complex Retrieval Process (CRP)

2.4 Security

2.5 Latency and Performance Analysis

2.6 Efficient XML Technology

2.7 Demonstrations

2.8 Procure-Deploy HW -SW

2.8.1 Procure-Deploy FAA HW -SW

2.8.2 Procure-Deploy NOAA HW -SW

2.9 OT&E

3 Content

3.1 Element R&D

3.1.1 Develop IOC Icing Content

3.1.2 Develop IOC Turbulence Content

3.1.3 Develop IOC Convective Content

3.1.4 Develop IOC C&V Content

3.1.5 Develop Obs Content

3.2 Contents Tool Production

3.3 Element Transition to Operations

3.4 Forecast Process

3.4.1  Framework Development

3.4.2 MITL Tool Development

3.5 Verification

4 SAS

5 IOC 9/12

H2 H1 H2 H1 H2 H1 H2 H1 H2 H1 H2 H1
2008 2009 2010 2011 2012 2013 2014

 705 
 706 

Figure 2.3 4D Weather Data Cube High Level Schedule 707 
 708 
 709 
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2.5.1 Program Management  710 

 711 
Reference:  WBS 1 712 
 713 
Description:  This task defines the execution of the necessary management activities that 714 
support and guide the work.  This includes intra-agency coordination, interagency 715 
coordination, as well as coordination with other JPDO working groups.  The team will ensure 716 
agency tasks are aligned with the Plan and there is no duplication between agencies.  It 717 
includes coordination and oversight of contract staff and all procurement activities.   718 
 719 
Year by year objectives are defined in the following: 720 
 721 
• FY09   722 

– Stand-up rigorous program management structure  723 

• FY10  724 

– Formalize execution processes 725 

– Develop acquisition strategies 726 

– Complete supporting management plans 727 

• FY11 728 

– Interface control documents approved and base-lined 729 

• FY12 730 

– Test plan complete 731 

• FY13 732 

– Manage deployment and development of follow on capabilities 733 

 734 
Deliverables:  Deliverables under this task include, but are not limited to, the following: 735 
 736 

i. Quarterly Status reports 737 
ii. Budget reports 738 

iii. Budget updates and inputs to the budget planning process 739 
iv. Tasking for contractors and staff for all sub-tasks 740 
v. Earned Values reports 741 

vi. Supporting Management Plans 742 
 743 
Agency roles and responsibilities:  Each agency will maintain a separate management 744 
structure responsible for planning and executing the tasks assigned by this plan.  The 745 
overarching management structure is governed by the Cube Team, which is chaired by 746 
representatives from NOAA, FAA, DoD, and Industry.   747 

 748 

2.5.2 IT Services 749 

 750 
Reference:  WBS 2 751 
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 752 
Description:  The ITES Team is responsible for the activities within this task.  The task will 753 
define and deliver the infrastructure necessary for the Cube at IOC.  The activities to meet 754 
this task include: 755 
 756 
Year by year objectives are defined in the following: 757 
 758 

• FY09 759 

– Demonstrate agency data sharing  760 

– Evaluate agency-specific architecture solutions 761 

– Develop an IT security plan 762 

– Define and enhance data and exchange standards  763 

– Prototype interagency information sharing services 764 

• FY10  765 

– Demonstrate agency data sharing in a NEO environment 766 

– Baseline data standards for IOC 767 

– Develop IT security services 768 

• FY11 769 

– Finalize IOC architecture and requirements 770 

• FY12 771 

– Begin building data services infrastructure 772 

• FY13 773 

– Test and deploy IOC 4-D Cube 774 

2.5.3 Cube Content  775 

 776 
Reference:  WBS 3 777 
 778 
Description:  The EI Team is responsible for the activities within this task.  The task will 779 
define and deliver the aviation weather impact variables present at IOC in the Cube.  The 780 
activities to meet this task include: 781 

  782 
 Year by year objectives are defined in the following: 783 

 784 
• FY09   785 

– Initiate evaluation of forecast process improvements 786 

– Provide initial set of NEO weather sources available in proposed 4-D Cube 787 

formats 788 

• FY10 789 

– Develop IOC forecast processes 790 

– Evaluate aviation impact variable research 791 
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• FY11 792 

– Evaluate forecast processes 793 

• FY12 794 

– Transition aviation weather impact variable research to  operations 795 

– Implement IOC forecast process changes  796 

• FY13 797 

– IOC Data Sources Available 798 

 799 

2.5.4 IOC Single Authoritative Source (SAS)  800 

 801 
Reference:  WBS 4 802 
 803 
Description:  The EI Team is responsible for the activities within this task.  The task will 804 
define and deliver the aviation weather impact variables present at IOC in the Cube and SAS.  805 
The activities to meet this task include: 806 

 807 
Year by year objectives are defined in the following: 808 
 809 
• FY09  810 

– Produce White Paper and ConOps defining IOC SAS concepts 811 

• FY10  812 

– Define preliminary SAS business rules  813 

– Validate SAS requirements with Integration Team 814 

• FY11 815 

– Evaluate potential SAS data sources 816 

• FY12 817 

– Develop SAS business rules 818 

• FY13 819 

– Implement, test and deploy business rules 820 

 821 

2.5.5 IOC 822 

 823 
Reference:  WBS 5 824 
 825 
Description:  Initial Operational Capability of the 4-D Weather Data Cube will be delivered, 826 
having completed all required OT&E and C&A processes.  The IOC capability may be regional 827 
in coverage, with a limited number of users.  Appropriate IT infrastructure will be in place to 828 
provide weather information from the Cube to NAS users. 829 
 830 
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2.6 Estimated Total Costs  831 

A bottom up approach was used to develop the interagency cost profile outlined in Appendix D.  832 
It breaks out the projected costs by task and agency.  There is an estimate to complete for each 833 
task by agency and a total projected cost break out by agency for each year.  Sources for cost 834 
estimating included historical data from both FAA and NOAA programs. 835 
 836 
The major cost drivers are the modification of current systems to meet the planned Cube IT 837 
standards/protocols, enhancing existing infrastructure to better utilize Network Enabled 838 
Operations, and meeting the reliability and availability requirements for the Cube. 839 
 840 
FAA contributes a proportionately greater share of the costs for WBS Task 2, which defines the 841 
IT Services standards, while NOAA contributes a significantly greater share of WBS Task3, 842 
which details the generation of the meteorological information for the Cube. 843 
 844 
The NOAA cost profiles assume support from base-funded full time equivalents (FTEs).  The 845 
work done by NOAA base-funded personnel is not captured in the costs as these FTEs are 846 
considered a supplemental resource the project can draw on.  However, there will be project-847 
funded personnel in FY10 and beyond to take on the full range of management, scientific, and 848 
technical issues. 849 
 850 

2.7 Major Implementation Risks and Issues   851 

 852 
As the Cube  Team developed the IOC Program WBS, they determined the top three risks for the 853 
4-D Weather Cube IOC are a lack of sufficient agency funding, technical interdependencies, and 854 
regulatory constraints.  The Cube  Team will develop a Risk Management Plan to mitigate these 855 
and other risks.    856 
 857 
The first major implementation risk is whether the agencies will receive the necessary funding to 858 
develop the Cube in time to meet the desired IOC date of 2013.  The NWS and FAA both have 859 
NextGen weather programs in their current budgets that seek to achieve NextGen objectives.  To 860 
avoid duplication and optimize resources, the Cube  Team synchronized the tasks, which are 861 
dependent on the other agency completing their tasks, in this Plan.  However, budget guidance 862 
has not been released for FY10 and beyond.  Any cuts to either agency’s funding could impact 863 
both agencies’ efforts and IOC will be delayed.  The Cube  Team will mitigate this risk by 864 
working closely with agency leadership to try to prioritize funding for critical-path weather 865 
programs that lead to Cube IOC. 866 
 867 
The next major implementation risk is the delay of the net-enabled capability.  A key 868 
requirement of the Cube is a net-enabled infrastructure with sufficient communication 869 
throughput to allow NextGen decision-support tools to query for and receive the weather data 870 
needed to make decisions.  The NextGen weather concept is completely reliant on the existence 871 
of NEO infrastructure and communication with a stated IOC of 2012.  The NextGen NEO 872 
standards, formats, security policies, and architecture must be in place in time for the 873 
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development of the Cube to meet IOC in 2013.  If the net-centric infrastructure is not available, 874 
then the Cube cannot feed the NextGen decision-making process.  The Weather Working Group 875 
has established a working relationship with the JPDO Net-Centric Operations Division to 876 
develop a consolidated plan to meet these requirements. 877 
 878 
The third risk is not related to the actual development or fielding of the Cube capability, but 879 
involves regulatory constraints that affect implementation.  Current Federal Aviation Regulations 880 
(FAR), International Civil Aviation Organization policies, and DoD regulations must be updated 881 
to account for new weather support concepts considered within the NextGen CONOPS such as 882 
probabilistic forecasts, aviation decision-support tools creating products from weather data, etc.  883 
Historically, changes to policy and regulations take considerable time due to the nature of the 884 
vetting process.  Though many of these issues will not be applicable at IOC, they must be 885 
addressed as Cube, and SAS information become more widely used in ATM processes.  To 886 
mitigate the delay associated with this process, the Weather Working Group has reestablished a 887 
policy team to address these issues, as discussed in section 1.7.3 of this Plan. 888 
 889 
A final risk is that needed cultural changes driven by NextGen within each agency will delay 890 
implementation and adoption of the Cube.  Current agency cultures will need to evolve as 891 
NextGen is implemented to embrace the new paradigm.  If these cultures do not evolve quickly 892 
enough, the agencies could have difficulty implementing aspects of the Cube, and fully 893 
integrating it into operations.  As the full scope of these needed changes become clear, both in 894 
the IOC timeframe and in later phases, the Cube Team will advise the agencies of expected 895 
impacts. Each agency must develop suitable implementation plans to and strategies to minimize 896 
this risk. 897 
 898 
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3 POLICY, GOVERNANCE, AND STANDARDS  899 

 900 
A Policy Team established under the NextGen Weather Working Group has begun developing 901 
policies and governance systems for NextGen weather.  The Policy Team has proposed the 902 
following framework and approach to complete this effort. The following section should be 903 
considered preliminary.  The Policy portion of this plan will be updated in the next iteration of 904 
this plan, to be completed by 30 Sept 2009. 905 
 906 
Framework 907 
 908 

1. All participants in the Cube fall into one or more of the following categories: 909 
a. Providers (Publishers) create weather information available in the  910 
b. Consumers (Subscribers) access weather information from the  911 
c. Authorities1 establish the rules that Providers and Consumers abide by and 912 

operate infrastructure elements of the Cube that implement/enforce these rules. 913 
2. As a condition of participation, Providers must agree to: 914 

a. Follow rules established by the Authorities. 915 
b. Make Service information available (publish) to Consumers in accordance with 916 

these rules.   917 
3. As a condition of participation, Consumers must agree to: 918 

a. Follow rules established by the Authorities or Providers 919 
4. Authorities operate within an established governance system which grants them specific 920 

authorities with respect to the operation of the Cube and identifies the institutional 921 
structure they will use to exercise this authority. 922 

5. Rules for different subdomains of the Cube will vary in alignment with information 923 
requirements established by operational applications.  924 

 925 
Approach  926 
 927 
Within this framework, the Policy Team’s work can be described in simple terms: 928 
 929 

1. What is the range of applications of information from within the Cube that place 930 
requirements on, and drive rules for the Cube?  931 

2. What are the rules2 for Providers? 932 
3. What are the rules2 for Consumers? 933 
4. How many Authorities are needed, what is the scope of the functions  responsibilities3 of 934 

each, and what governance system will each Authority employ?   Existing mechanisms 935 

                                                 
1 The term “Authority,” when capitalized, is used throughout to refer to the category of NextGen weather 
participants.  When not capitalized, the term is used in its common sense.  For example, “What authorities will each 
Authority exercise?”  Also note this term is used in a very broad sense.  For example, it encompasses bodies that 
might convene occasionally / intermittently to review / revise Cube standards as well as bodies that might operate 
24x7 to execute certain Cube functions.  
2 Policy Team needed to establish initial rules for Providers and Consumers until Authorities are established and 
assume this role. 
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(i.e., committees, boards, groups, etc) will be used to the extent feasible to implement 936 
these “Authorities.” 937 

 938 
The “rules” for Providers and Consumers and the “responsibilities” for each Authority are likely 939 
to change over the life of NextGen.  Recognizing this, the following policy maturity model is 940 
proposed: 941 
 942 
Level I policies are essential to the design / architecture of the Cube. 943 
Level II policies are essential to IOC operations of the Cube. 944 
Level III policies are essential to healthy evolution of the Cube from IOC to FOC. 945 
 946 
The Policy Team’s work will proceed through the following steps: 947 
 948 

1. Inventory and describe existing models of NEO governance for lessons learned. 949 
2. Inventory and describe a range of applications of information from within the Cube that 950 

would drive pub/sub rules for that information. 951 
3. Adapt/develop policies for Providers 952 

a. Identify necessary Authorities 953 
b. Identify and propose initial “Level I” policies for Providers. 954 

4. Adapt/develop policies for Consumers 955 
a. Identify necessary Authorities 956 
b. Identify and propose initial “Level I” policies for Consumers 957 

5. Adapt/develop policies for Authorities 958 
a. Propose governance system for each Authority 959 
b. Develop (initial) governance documents 960 

 961 
The Policy Team will sunset in stages as each Authority is established.   962 
 963 
The intent is to establish these Authorities with sufficient time for the Authorities (not the Policy 964 
Team) to be responsible for Level II and III policies. 965 
 966 
These policies will be established by going through the following generic process: 967 
 968 

1. IOC team identification of Level I policies. 969 
2. Policy team identifies, describes, and evaluates existing governance models and 970 

applications of information to identify best practices for use in Cube governance. 971 
3. Policy team develops recommendations for identified areas. 972 
4. IOC team review and concurrence. 973 
5. NEWP review and concurrence.  974 
6. As appropriate, publication, comment, and approval through standard JPDO publication 975 

and review procedures. 976 
 977 

                                                                                                                                                             
3 For example some Authorities will address data standards, others will address access controls, and others will 
address content management. 
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High-Level Schedule 978 
 979 
Fall 2009: 980 
Identification of best practices for use in Cube governance. 981 
Detailed schedule for policy and governance work reflected in NextGen Weather Work Plan. 982 
June 2010:  983 
Completion of Level I policies for Providers and Consumers.  Supports IOC Team with policies 984 
that affect design/architecture. 985 
June 2011: 986 
Completion of governance system and initial governance documents for each Authority.  Allows 987 
a year for approval of governance documents, and establishment of each Authority as a working 988 
organization. 989 
June 2012: 990 
Each Authority established and operating. 991 
 992 

4 NEXTGEN WEATHER SCIENCE ROADMAP 993 

 994 
The NextGen Functional Requirements for weather present a set of daunting research challenges.  995 
In order to maximize the research contributions of each agency, we will define a NextGen 996 
Science Roadmap that will define science activities by agency by year.  The objective of the 997 
science roadmap is to align each agency’s activities, prevent duplication and identify gaps for 998 
further investment.  The Science Roadmap will be complete in the next iteration of this plan, to 999 
be completed by 30 Sept 2009. 1000 
 1001 
 1002 
 1003 


