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B. TECHNOLOGY AND METHODOLOGY 1 

B-1. Survey of ATM Weather Impact Models 2 

B-1.1 En route Convective Weather Avoidance Modeling 3 

In order to determine the impacts of convective weather on en route air traffic operations, it is 4 
necessary first to partition airspace into passable and impassable regions. As shown in Figure B-5 
1, en route Convective Weather Avoidance Models (CWAM) calculate Weather Avoidance 6 
Fields (WAFs) as a function of observed and/or forecast weather. WAFs are 2D or 3D grids 7 
whose grid points are assigned either a probability of deviation or a binary deviation decision 8 
value (0 or 1). 9 

Since the pilot is responsible for weather avoidance, CWAM requires both the inference of pilot 10 
intent from an analysis of trajectory and weather data and an operational definition of deviation. 11 
Two approaches have been taken to model and validate weather-avoiding deviations using 12 
trajectory and weather data: trajectory classification [RKP02, DE06, DRP08, CRD07] and spatial 13 
cross-correlation [PBB02, K08].  14 

In the trajectory classification approach, planned and actual trajectories of individual flights are 15 
compared and each flight is classified as a deviation or non-deviation, based on criteria derived 16 
from fair weather operations (e.g., operational route boundaries) or the judgment of a human 17 
analyst. Characteristics of the weather encountered along the planned trajectories and the 18 
trajectory classification are input to statistical pattern classification algorithms to identify the 19 
weather characteristics that best predict deviations. 20 

 21 

Figure B-1 CWAM implementation to create WAFs. 22 

In the spatial cross-correlation approach, spatial grids of aircraft occupancy are cross-correlated 23 
with grids of weather data. Occupancy counts on weather-impacted days are compared to fair-24 
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weather counts. Regions where weather-impacted counts are low relative to fair-weather counts 25 
are assumed to be areas that pilots are avoiding due to the weather present in the area. The 26 
correlation of observed weather with areas of avoidance is used to identify the weather 27 
characteristics that best predict the observed weather avoidance. 28 

Both approaches have strengths and weaknesses. Trajectory classification is highly labor 29 
intensive, restricting the size of the statistical dataset used in the model, but gives very detailed 30 
insights into pilot behavior. Spatial cross-correlation greatly reduces the labor involved in the 31 
analysis, vastly increasing the modeling dataset, but does not provide information about 32 
individual decisions. Spatial cross-correlation is also subject to errors arising from the displaced 33 
weather impacts (e.g., local air traffic counts are abnormally low because airways leading to the 34 
region are blocked by weather upstream) or traffic management initiatives that distort demand 35 
(e.g., pro-active reroutes to avoid predicted weather that does not materialize as expected). 36 

To date, CWAM studies have only considered weather characteristics derived from ground-37 
based weather radar products (precipitation intensity, echo top height). Studies using both 38 
methodologies have identified the difference between aircraft altitude and echo top height as the 39 
primary predictor of weather-avoiding deviation in en route airspace, with precipitation intensity 40 
playing a secondary role. Current CWAM are most prone to error for en route traffic flying at 41 
altitudes near the echo top, particularly in regions of moderate precipitation intensity. Since 42 
current CWAM are based only on ground-based weather radar, they do not readily discriminate 43 
between relatively benign decaying convection and stratiform rain and turbulent downwind from 44 
thunderstorms, both of which are often characterized by echo tops in the 30-40 kft. range and 45 
moderate precipitation intensities [DCF09]. Further research is needed to examine additional 46 
weather information (e.g., satellite, winds, convectively-induced turbulence estimates [CML04]) 47 
that may help differentiate between benign and hazardous regions with similar radar signatures. 48 
Research is also needed to identify the human factors (see C-5) associated with pilot decision-49 
making, particularly in circumstances where CWAM performs poorly. 50 

B-1.2 Terminal Convective Weather Avoidance Modeling  51 

In order to determine the impacts of convective weather on terminal air traffic operations, it is 52 
necessary to partition terminal area airspace into passable and impassable regions. CWAM that 53 
take into account the constraints of terminal area flight need to calculate WAFs that apply 54 
specifically to terminal area operations. Each WAF grid point is assigned a probability and/or a 55 
binary value (0 or 1) that represents that likelihood that pilots will choose to avoid convective 56 
weather at a point location in the terminal area.  57 

CWAM for terminal areas are likely to differ from en route CWAM in significant ways. 58 
Departures and arrivals are constrained to follow ascending or descending trajectories between 59 
the surface and cruise altitude, leaving little flexibility to avoid weather by flying over it. Pilots 60 
of aircraft ascending or descending through weather are likely to have few or no visual cues to 61 
inform their decision, unlike those in en route airspace who may have clear views of distant 62 
thunderstorms as they fly above the clouds. Aircraft flying at low altitudes in the terminal area 63 
appear to penetrate weather that en route traffic generally avoids [K08]. The willingness of pilots 64 
to penetrate severe weather on arrival increases as they approach landing [RP98]. 65 
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CWAM for departures and arrivals are also likely to differ from each other, for example, as 66 
illustrated in Figure B-2. The observed difference in behavior is not completely surprising, since 67 
arriving and departing flights are characterized by very different constraints and circumstances: 68 
arrivals must get down from the sky, while departures can wait on the ground until the weather is 69 
more favorable; departures must climb out at full power and hence have little opportunity to 70 
deviate to avoid weather in the first few minutes of flight, while arrivals have flexibility to 71 
maneuver until final approach; arrivals descending from above the cloud base have less 72 
information about the severity of the weather below than departures climbing from the ground. 73 

 74 

 75 

Figure B-2 Arriving pilots penetrate weather that departures seek to avoid. 76 

For NextGen, terminal area CWAM research is needed both to understand the factors that affect 77 
pilot decision making in the terminal area during departures and arrivals, to identify the set of 78 
weather characteristics that correlate best with observed weather avoidance in the terminal area, 79 
and to understand how unstructured routing and Required Navigation Performance (RNP) in 80 
NextGen may change the characteristics of terminal area throughputs [KPM08]. 81 

B-1.3 Mincut Algorithms to determine Maximum Capacity for an Airspace 82 

For NextGen when jet routes can be dynamically redefined to adjust flows of traffic around 83 
weather constraints and when controller workload is not a significant constraint, the maximum 84 
capacity of an airspace region may be determined using extensions of MaxFlow/Mincut Theory 85 
[AMO93,M90,KMP07]. The network MaxFlow/Mincut Theorem has been extended to a 86 
continuous version of the maximum flow problem [M90, I79, St83], which is suitable for 87 
estimating the maximum throughput across an en route airspace given a traffic flow pattern 88 
[SWG08], a uniform distribution of flow monotonically traversing in a standard direction (e.g., 89 
East-to-West), or random, Free Flight conditions [KMP07]. The maximum capacity of transition 90 
airspace may also be determined by transforming the problem into an analysis over the ascent or 91 
descent cone modeling terminal airspace [KPM08]. 92 

View of thunderstorm and turbulent rotor (at right of 
photo), seen from underneath the cloud base. 
Ascending departures sometimes have a clear view 
of thunderstorm details that may be hidden from the 
view of arrivals descending into the airspace from 
above the cloud base. 
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The translation is shown in Figure B-3. Given convective weather constraints and a method of 93 
defining the weather hazard (e.g., thresholding convective weather at NWS Level 3 or using the 94 
CWAM model [CRD07]), a geometric hazard map (or WAF) may be determined. Next, one 95 
defines the width of an air lane (equivalently, the required gap size between adjacent hazardous 96 
weather cells) that is required for a flow of traffic passing through the airspace, any geometric 97 
polygonal shape (such as a sector, FCA, grid cell, or hex cell) in a given period of time. The 98 
required gap size between weather constraints may be expressed in terms of RNP requirements 99 
for aircraft using the air lane passing through those gaps. In one version of the problem, mixed 100 
air lane widths are used to represent a non-uniform RNP equipage and/or set of preferences by 101 
aircraft arriving into the airspace [KPM08]. An algorithmic solution identifies the mincut 102 
bottleneck line – this mincut line determines the maximum capacity in terms of the maximum 103 
number of air lanes that can pass through the gaps in the weather hazards. The maximum number 104 
of air lanes can be determined by analyzing weather constraints as a function of time given a 105 
weather forecast product. 106 

 107 
(a) Weather hazard is defined  (b) Mincut bottleneck determines the maximum 

number of lanes of traffic that may pass 

Figure B-3 The translation of convective weather into maximum ATM throughput. 108 

The described approach is a geometric analysis of the weather constraints transformed into 109 
maximum throughput for a given flight level. For NextGen, complexity and human workload 110 
(controller and/or pilot) limitations must be taken into account for determining the capacity of an 111 
airspace. 112 

B-1.4 Weather-Impacted Sector Capacity considering CWAM and Flow 113 
Structure 114 

Sector capacity as an indicator of controllers’ workload threshold is not a single value even on 115 
clear weather days, since controller workload is not only a function of the number of aircraft, but 116 
also a function of traffic complexity. One way to describe traffic complexity is with traffic flow 117 
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patterns [SWG06]. Traffic flow patterns are described with clustered flow features, which are 118 
more predictable and perturbation-resistant than metrics which rely on single-aircraft events or 119 
aircraft-to-aircraft interactions. NAS sectors typically exhibit a small set of common traffic flow 120 
patterns, and different patterns represent different levels of traffic complexity. In higher-121 
complexity conditions, it takes fewer flights to generate high workload for the controller team, 122 
and thus the sector capacity is lower. 123 

As illustrated in Figure B-4, quantifying sector capacity as a function of traffic flow pattern 124 
[SWG06] provides a basis for capturing weather impact on sector capacity. In addition to the size 125 
of the weather, the shape and the location of the weather in a sector are also captured in a flow-126 
based weather-impacted sector capacity prediction [SWG07]. A Weather Avoidance Altitude 127 
Field (WAAF) that most aircraft would deviate is generated based on a CWAM model [DE06, 128 
CRD07]. (Note: The WAAF is a 3D version of the WAF of the CWAM.) The future traffic flow 129 
pattern in the sector is predicted and described with flows (sector transit triplets) and flow 130 
features. The available flow capacity ratio of each flow in the predicted traffic flow pattern is 131 
then determined by the MaxFlow/Mincut Theory [AMO93, M90, KMP07]. The available sector 132 
capacity ratio is the weighted average of the available flow capacity ratio of all the flows in the 133 
predicted traffic flow pattern. The weather-impacted sector capacity is the available sector 134 
capacity ratio times the normal sector capacity given the predicted traffic flow pattern. The flow-135 
based available sector capacity ratio has a strong linear correlation with the estimated actual 136 
sector capacity for the sectors with dominant flows [SWG08]. 137 

 138 

Figure B-4 Weather impacted sector capacity estimation 139 
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An alternative approach to quantifying sector capacity given the fair weather traffic flow patterns 140 
is to determine to what extent the fair weather routes are blocked and the fraction of the overall 141 
sector traffic carried by those routes [M07]. This model estimates the usage of the sector 142 
predicted by a route blockage algorithm (which is discussed next). 143 

B-1.5 Route Availability in Convective Weather 144 

Several ATM tasks, including departure and arrival flow management and the planning of 145 
weather-avoiding reroutes, require the assessment of the availability and/or capacity of 146 
individual traffic routes or flows. Thus, it is natural to extend Maxflow/Mincut, CWAM, and 147 
WAF concepts into route availability prediction tools. 148 

A route defines a spatially bounded trajectory. A route is available if there is a way for traffic to 149 
generally follow the trajectory and stay within the bounds while avoiding hazardous weather. 150 
The route capacity is the rate of traffic flow that an available route can support. Estimating route 151 
availability may be achieved by Maxflow/Mincut (MM) [M90, KMP07, SWG07, SWG08] and 152 
Route Blockage (RB) techniques [RBH06, M07]. Both methods identify weather-avoiding paths 153 
that traverse a portion of airspace along a route. Capacity estimates based on MM and RB must 154 
account for the workload and uncertainty involved in flying the weather-avoiding trajectories 155 
that they identify. 156 

MM begins with a deterministic partition of the airspace into passable and impassible regions. 157 
MM identifies all paths that traverse the airspace without crossing weather obstacles, and 158 
characterizes each path by its minimum width. Route availability and capacity are related to the 159 
number, required width (gap between hazardous weather cells), and complexity of paths 160 
identified. 161 

RB uses a probabilistic partition of airspace, in which each pixel is assigned a probability of 162 
deviation around the pixel. RB finds the best path that traverses the space, defined as the widest 163 
path that encounters the minimum probability of deviation in the traversal. The route blockage is 164 
a weighted average of all pixels in the space with deviation probabilities ≥ the minimum 165 
probability encountered by the best path. RB differs from MM in that it identifies a single path 166 
that traverses the airspace, and it takes into account the nature of the weather that trajectories are 167 
likely to encounter on their traversal of the airspace (Figure B-5, left). 168 
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 169 

Figure B-5 Maxflow/Mincut and Route Blockage estimate route availability in 170 
structured, en route airspace (left) and flexible routing to avoid terminal area convective 171 
weather (right). 172 

Estimating route availability in terminal areas has additional difficulties. Air traffic controllers 173 
have considerable flexibility to route aircraft around weather in terminal areas, and the bounds 174 
on traffic flows may be fluid and difficult to define (Figure B-5, right). Route availability in the 175 
terminal area may not be accurately determined simply by characterizing the weather impacts on 176 
nominal (i.e., fair weather) departure and arrival routes and sector geometry. The constraints on 177 
traffic flows at any given time depend on specific details of the flow structure and the nature of 178 
the demand (balance between arrivals and departures). Uncertainty in predicting flight time from 179 
runway to departure fix (or from metering fix to runway) when aircraft are maneuvering to avoid 180 
weather also has an impact on capacity that is difficult to estimate. Significant research is needed 181 
to develop terminal area airspace usage models that can be combined with WAFs to provide 182 
reliable estimates of route availability and time of flight between the runway and en route 183 
airspace. 184 

B-1.6 Directional Capacity and Directional Demand 185 

In addition to capacity being a function of flow pattern for a given airspace unit, airborne 186 
separation and RNP requirements, and convective weather impacting the airspace, capacity is 187 
also a function of traffic demand, both spatial and temporal. Since traffic flow patterns are 188 
directional, capacity is also directional. If the majority of traffic in a given period of time wants 189 
to traverse a center in the east-west direction and the center airspace capacity cannot 190 
accommodate this demand (e.g. due to weather blocking large portions of the east-west flows), 191 
the fact that the center might have, in principle, plenty of capacity to accommodate north-south 192 
traffic does not help. Consider for instance, the case of a squall line weather system, and traffic 193 
flow trying to pass through gaps in the squall line vs. parallel to it. Queuing delays will ensue 194 
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when the capacity is limited in a particular direction, and upstream traffic will be forced to 195 
deviate around the constraint, be held upstream, and/or back at origin airports. 196 

The capacity of an airspace can be estimated for a series of ‘cardinal’ directions, e.g., the 197 
standard directions of North (N), East (E), South (S), West (W) and the diagonals NE, NW, SE, 198 
and SW [ZKK09]. Also, directions can be quantified every � degrees (e.g., �=20 deg.), spaced 199 
around a given NAS resource, for instance, around an airport, metroplex, or fix location, or 200 
within a section of airspace [KPM08, KCW08]. For each angular wedge of airspace, the 201 
maximum capacity for traffic arriving from or traveling in that direction may be established. 202 
MaxFlow/Mincut techniques [ZKK09, KPM08] as well as scan line techniques [KCW08] have 203 
been demonstrated for this purpose. The maximum capacity for a particular angular wedge of 204 
airspace will quantify the permeability of the weather with respect to traffic arriving from 205 
[KPM08] or traveling in [KCW08] this particular direction. The permeability can be calculated 206 
using pre-defined permeability thresholds [SSM07] that indicate at what probability or actual 207 
intensity of convective weather will most aircraft be likely to deviate (or plan the flight around 208 
the weather in the first place). 209 

Directional capacity percent reductions may be used to determine the acceptable number of 210 
aircraft that can be accepted from or can travel in a particular direction. This may be expressed in 211 
units relative to the maximum capacity for the airspace when no weather is present. Demand can 212 
also be calculated in each direction using the primary direction a flight will take within a given 213 
unit of airspace (grid cell, hex cell, sector, center, FCA, etc.). By comparing directional capacity 214 
vs. demand on a rose chart, for instance as illustrated in Figure B-6, directional demand-capacity 215 
imbalances can be identified as well as regions where there may be excess directional capacity to 216 
accommodate additional demand. In NextGen, en route traffic flow patterns may be adjusted 217 
[ZKK09] or terminal traffic flow patterns may be adjusted (e.g., route structures and metering fix 218 
locations around a metroplex [KPM08]) in order to maximize the capacity by restructuring the 219 
traffic flow pattern (demand) to best meet the directional capacity. 220 

       221 
v) Forecasted Weather Constraint  (b) Directional Impact 222 

Figure B-6 Directional capacity and demand rose chart. 223 
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NextGen researchers must still address how directional capacity should consider the complexity 224 
of the traffic demand and controller workload issues. Hence, if flow is largely directional, but 225 
there are very important traffic merge points within the region of interest [HH02], or if there are 226 
occasional crossing traffic constraints, then the directional capacity estimates must address these 227 
issues.  228 

B-1.7 ATM Impact based on the Weather Impacted Traffic Index  229 

The Weather Impacted Traffic Index (WITI) measures the number of flights impacted by 230 
weather (Figure B-7). Each weather constraint is weighted by the number of flights encountering 231 
that weather constraint in order to measure the impact of weather on NAS traffic at a given 232 
location. Historically, WITI has focused on en route convective weather, but the approach is now 233 
applied to other weather hazard types as well. In WITI’s basic form, every grid cell of a weather 234 
grid W is assigned a value of 1 if above a severe weather threshold and a value of 0 otherwise. 235 
The CWAM model [CRD07] can be used to identify whether a pilot will fly through a weather 236 
hazard or will deviate around it at a given altitude. The number of aircraft T in each grid cell of 237 
the weather grid W is counted. The WITI can then be computed for any time period (such as 1 238 
minute intervals) as the sum over all grid cells of the product of W and T for each grid cell 239 
[CDC01]. A WITI-B variation evaluates the extent to which a flight would have to reroute in 240 
order to avoid severe weather [KCWS08]. If a planned trajectory encounters severe weather, the 241 
algorithm finds the closest point in a perpendicular direction to the flow where no severe weather 242 
is present. The WITI score for that route is then weighted by the number of cells between the 243 
original impeded cell and the unimpeded cell found for the re route. 244 

Various methods for determining the traffic count have been explored. WITI can use actual flight 245 
tracks from “good weather days” as the traffic data source [CS04], current day flight plan 246 
trajectories [PBB02], or great circle tracks between the origin and destination airports as the 247 
ideal, shortest-path unimpeded flight trajectories [KJL07]. Actual scheduled flight frequencies on 248 
these flows for the day in question are used. The En route WITI (E-WITI) for a flow is the 249 
product of its hourly flight frequency and the amount of convective reports in rectangular or 250 
hexagonal grid cells. This is then aggregated to the NAS level and to a 24-hour day, as well as by 251 
center, sector, or general airspace geometry. Another approach apportions all en route WITI 252 
measures to origin and destination airports. Even though en route delays may not be due to any 253 
local airport weather, the resulting delays will originate and/or eventuate at the departure or 254 
arrival airports. A grid cell’s WITI score for a flow is apportioned to each airport proportional to 255 
the square root of the distance from the cell to those airports. The closer a weather cell is to an 256 
airport, the larger the portion of the WITI will be assigned to that airport. This provides a 257 
national WITI score broken out by airport – consistent with how NAS delays are recorded in 258 
ASPM today [KJL07]. 259 

Given that the WITI is an estimation of NAS performance, WITI has also been used as a 260 
measure of NAS delays [S06]. Multiple years of weather, traffic, and delay data have been 261 
analyzed, and a strong correlation exists between the WITI metric and NAS delays. Recent 262 
research considers other factors in addition to delay, such as the number of cancellations, 263 
diversions, and excess miles flown in reroutes [Kl05]. 264 



Joint Planning and Development Office (JPDO) 

DRAFT v0.8 

ATM-Weather Integration Plan 

 B-10 July 10, 2009 

The correlation between the WITI and delays has improved as additional types of weather 265 
besides en route convection have been considered. Terminal WITI (T-WITI) considers terminal 266 
area weather, ranked by severity of impact, and weights it by the departures and arrivals at an 267 
airport. Types of weather include local convection, terminal area winds (direction, severity, and 268 
altitude), freezing precipitation, and low ceilings/visibility. The impact of turbulence on en route 269 
flows is also being studied as an inclusion to WITI [CKW08]. 270 

The National Weather Index (NWX) implements the WITI for the FAA. In addition to 271 
calculating E-WITI and T-WITI, it considers the additional delays due to queuing during periods 272 
where demand exceeds capacity, both en route and at airports. This 4-component NWX is 273 
referred to as the NWX4 [CKW08]. Current research is now exploring the use of the WITI for 274 
airline route evaluation, departure and arrival fix evaluation at TRACONs, and principal fix 275 
evaluation in ATM centers [KMK09]. 276 

 277 

Figure B-7 Factors included in a WITI calculation. 278 

B-1.8 Weather-Weighted Periodic Auto Regressive Models for Sector Demand 279 
Prediction 280 

Traditional air traffic flow prediction models track the aircraft count in a region of the airspace 281 
based on the trajectories of the proposed flights. Deterministic forecasting of sector demand is 282 
routinely done within ETMS, which relies on the computation of each aircraft's entry and exit 283 
times at each sector along the path of flight. Since the accuracy of these predictions is impacted 284 
by departure time and weather uncertainties [MC02, E01], and since weather forecast uncertainty 285 
causes errors in the sector count predictions [KRG02, WCG03], traditional methods can only 286 
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predict the behavior of NAS for short durations of time – up to 20 minutes. It is difficult to make 287 
sound strategic ATM decisions with such a short prediction accuracy. If a severe storm blocks a 288 
sector or regions near it, both sector capacity and demand may drop dramatically [SWG07 289 
SWG08]; trajectory predictions must account for this. 290 

An empirical sector prediction model accounts for weather impact on both short-term (15 291 
minutes) and mid-term (30 minutes to 2 hours) predictions. Different from traditional trajectory-292 
based methods, a Periodic Auto-Regressive (PAR) model and its variants [Lj99, FP03] evaluate 293 
the performance of various demand prediction models considering both the historical traffic 294 
flows to capture the mid-term trend, and flows in the near past to capture the transient response. 295 
A component is embedded in the model to reflect weather impacts on sector demand. In addition, 296 
to capture the impact on all low, high, and super high sectors, storm echo tops information is 297 
needed. Only the storms with the echo tops above the lower boundary of the sector are 298 
considered. Results indicate improvements over the traditional sector demand models [CS09].  299 

B-1.9 ATM Impact in terms of a Stochastic Congestion Grid 300 

The effects of weather (convection, turbulence, or icing) on airspace capacity may be formulated 301 
in terms of a Stochastic Congestion Grid (SCG) [J05]. The SCG quantifies congestion (density 302 
of aircraft) in a way that accounts for the uncertainty of the aircraft demand and uncertainty of 303 
the weather forecast for long look-ahead times, as required by strategic TFM planning processes.  304 

As illustrated in Figure B-8, each grid cell (a horizontal 2D grid is shown) records an estimate of 305 
the probability that the expected traffic exceeds a threshold level established by the ANSP. In 306 
NextGen, 4D trajectories are submitted for each aircraft flying in the NAS, they are stored in the 307 
4D congestion grid by projecting the 4D trajectory onto the grid with an error model for along 308 
track error and cross track error. An increase in probability of congestion occurs where the traffic 309 
flow increase coincides with the predicted weather constraint. A probability that a weather 310 
constraint will exist is described on a grid cell instead of a binary value for a constraint versus no 311 
constraint. If the probability that traffic in any 4D grid cell exceeds tolerable thresholds set by 312 
ANSP (dependent on a weather-to-ATM impact model [CRD07, SWG08]), then an airspace 313 
resource conflict is monitored and appropriate action is taken by the ANSP.  314 

For strategic look-ahead times, all information is probabilistic for when and where TFM 315 
strategies must take action. As an aircraft nears a location of a weather constraint, the probability 316 
for when and where the aircraft traverses the grid cell becomes more tightly bounded (that is, 317 
more deterministic as the variance goes down). Furthermore, the geometry and severity of the 318 
forecasted weather constraints are also more tightly bounded. This congestion management 319 
method limits the number of aircraft within a given region of airspace, but at this point it does 320 
not need to specifically determine which aircraft are in conflict with one another, nor the specific 321 
conflict geometry between two aircraft; the SCG is simply a congestion monitor. 322 
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 323 
(a) before addition of aircraft demand at time t (b) congestion prediction after addition of the   

probability of an aircraft passing at time t 

Figure B-8 Stochastic congestion grid with combined traffic and weather constraint 324 
probabilities. 325 

The SCG is a prediction of large-scale regions of high aircraft density, including bottleneck 326 
regions between weather constraints or airspace regions with high demand. The SCG may be 327 
implemented with square or hex cells, and may be applied to sectors, centers, or the entire NAS. 328 
The ANSP can use the SCG to help make strategic decisions to identify FCAs and manage the 329 
predicted congestion.  330 

B-1.10 Translation of Ensemble Weather Forecasts into Probabilistic ATM 331 
Impacts 332 

In NextGen, in order to capture the uncertainties posed by long-term weather forecasting, ATM 333 
will rely on utilizing automated Decision Support Tools (DSTs) that will integrate probabilistic 334 
ensemble weather forecast information into ATM impacts [SM08, SB09], thus forming the basis 335 
for strategic TFM planning. The use of probabilistic forecasts will provide better tools to assist 336 
with a risk-based decision making. In the coming years, however, an understanding of the 337 
operational use of probabilistic forecasts will need to be developed, where probability may be 338 
either a measure of how likely it is that an event will occur (in space and time) or a number 339 
expressing the ratio of favorable cases to the whole number of cases possible. The move to 340 
probabilistic forecasting has been helped with the continued development of high-resolution 341 
Numerical Weather Prediction (NWP) models and ensemble prediction systems, both spurred by 342 
increases in computing power and a decrease of equipment cost, which enables NWP models to 343 
process more data in a shorter time period. Future research must explore the benefits from the 344 
breadth of short-range to long-range forecasts, as well as fine-scale to course-scale forecast grids 345 
to better understand the trade space. 346 

Figure B-9 illustrates the ensemble-based translation concept. Ensemble forecast systems 347 
generate a series of deterministic forecasts of potential weather outcomes (i.e., members of the 348 
ensemble). Each ensemble forecast represents a possible weather scenario that may emerge later 349 
in the day. These ensemble weather forecasts, in turn, are translated into ATM impacts with 350 
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relative likelihoods and probability density functions (pdfs) for either use by humans-over-the-351 
loop or computer-to-computer ATM applications [SK09].  352 

                 353 

(a) Ensemble of Forecasts   (b) Local ATM impact per Grid Cell        (c) ATM Impact Map 354 

Figure B-9 Procedure for translating an ensemble of weather forecasts into a 355 
probabilistic capacity map in terms of likelihood of a given capacity reduction. 356 

This process will be adapted to the needs of particular ATM applications. It can be performed 357 
using tactical 1-hour as well as strategic 2, 4, or 6-hour forecasts, processing anything from 2-358 
member to 30-member (or more) ensemble weather forecasts. The definition of a weather hazard 359 
could be for convection, turbulence, icing, or other aviation-relevant hazards and events (e.g., 360 
major wind shifts at an airport), and any appropriate weather hazard model can be placed into the 361 
ensemble-translation process; for instance, the CWAM WAF [DE06, CRD07] for a given 362 
altitude range. The airspace capacity reduction could be directional [KCW08, ZKK09], for 363 
instance, in the East-West direction, or in any particular direction where TFM plans to organize 364 
and direct traffic.  365 

The resulting probabilistic ATM impact maps, once they become routinely available during the 366 
NextGen era (perhaps a decade from now), will be used by many decision makers to assess risks 367 
when formulating tactical and strategic plans. Air traffic controllers, traffic flow managers, 368 
airline dispatchers, airport operators, and NextGen automated DSTs, for example, will use these 369 
results to help reason about the weather forecast uncertainties when making decisions about 370 
traffic flows and operational impacts from one to several hours into the future.  371 

B-1.11 Translation of a Deterministic Weather Forecast into Probabilistic ATM 372 
Impacts 373 

While the previously mentioned ensemble approach for characterizing uncertainty of forecasts is 374 
promising for long term weather forecasts, other methods may be useful in short look ahead 375 
times. In NextGen, systems can benefit from understanding how a single deterministic forecast 376 
in a grid-based format, and some error bounds associated with the forecast, can be used to create 377 
probabilistic ATM impacts for a given region of airspace [KZM09]. 378 

Mincut Throughput calculated for Each Grid Cell for Each 
Ensemble Member and combined for probabilistic capacity 
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Providing error bounds to a deterministic forecast attempts to characterize the forecast 379 
uncertainty.  The estimate of error bounds could be based on general approximations about 380 
potential errors in forecast intensity, location, and shape, or the error bounds could be a lot more 381 
sophisticated, possibly based on some probabilistic approach (e.g., the statistical post-processing 382 
of a forecast).  In contrast, a probabilistic forecast can be created based on spatial filtering or on 383 
ensemble forecasting.  If probabilistic forecasts are properly calibrated to be reliable and have 384 
sharpness to them, they may be more accurate and useful than a deterministic forecast (even if 385 
error bounds are provided).  However, the creation of a proper calibration of probabilistic 386 
forecasts is a non-trivial problem that is still under research, so in the short term, use of 387 
deterministic forecasts with estimated error bounds may hold merit for ATM impact analysis.  388 

Figure B-10 illustrates the concept for convective weather. A single deterministic forecast is 389 
input, and variations on this forecast are created by considering error models that account for 390 
possible errors in timing, errors in coverage, translational errors, or echo top errors. Given a 391 
standard deviation that describes the potential error in each of these dimensions, a synthetic 392 
ensemble of forecasts is created that are similar (perturbations) to the input deterministic 393 
forecast. The intermediate ensemble of erroneous forecasts is then input into an ATM-impact 394 
model, for instance, a Maxflow/Mincut method, route blockage method, or CWAM model, and a 395 
set of ATM-impacts is output. The ATM impacts may be quantified in terms of a cumulative 396 
distribution function (cdf), probability density function (pdf), a set of scenarios or maps and 397 
associated metrics, or some other format. The set of erroneous forecasts represents “what if” 398 
cases; “what if the weather system arrives early”, “what if it arrives late”, “what if it is larger 399 
than expected”, “what if it is smaller than expected”, etc. The underlying assumption is that the 400 
weather organization has been correctly forecasted, but the growth or decay of weather cells may 401 
be in question. The ATM impact model can determine, say, through a cdf, what is the probability 402 
that two lanes of traffic will be available for routing traffic through transition airspace to the 403 
North-East quadrant around a metroplex.  404 

This process will be adapted to the needs of the particular ATM application. This process can be 405 
performed using tactical 15-minute to 1-hour look ahead. At some point, true ensemble methods 406 
(ensembles of NWP forecasts) will perform better than this method of creating synthetic 407 
ensembles, so future research is needed to identify at what look ahead time this method should 408 
be replaced with the processing of true ensemble forecasts. The benefit of the synthetic ensemble 409 
method is that it provides a well-defined sensitivity estimate of the ATM impact given errors in a 410 
single deterministic forecast. This method helps the user (or DST) reason about potential weather 411 
forecast uncertainties when making decisions about traffic flows and operational impacts. 412 
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 413 

Figure B-10 Weather forecast errors characterized in terms of coverage, timing, and 414 
translational errors create an ensemble of weather constraints for a probabilistic ATM-415 
impact assessment. 416 

B-1.12 Sensitivity of NAS-wide ATM Performance to Weather Forecasting 417 
Uncertainty 418 

Planners need to understand sensitivity of ATM performance to the weather forecasting 419 
uncertainty in order to make research and development decisions. The ATM performance 420 
improvement (benefit) is determined by comparing the performance sensitivity and the 421 
contemplated forecasting uncertainty reduction. 422 

The ATM performance sensitivity to the weather forecasting uncertainty is difficult to 423 
understand for several reasons. First, there are challenges to modeling the ATM response to 424 
weather constraints. For instance, ATM performance can be characterized in a variety of ways, 425 
and likewise weather includes a variety of phenomena and no two scenarios are exactly alike. 426 
Second, not only must the ATM response to weather be modeled, but the ATM response to 427 
weather forecasts must also be modeled. Also, weather forecasting improvements may reduce 428 
uncertainty in a variety of ways. For instance, the forecasting may be improved for the short-429 
term, but not the long-term. For these and other reasons, ATM performance sensitivity to the 430 
weather forecasting uncertainty is difficult to model and evaluate. 431 

ATM performance has several nonlinear dependencies on independent variables such as the 432 
weather. Therefore simulation is typically required to model ATM performance. Of course, the 433 
simulation must include effects of the weather and its forecast in order to model the sensitivity to 434 
the weather forecasting uncertainty. For instance, such effects might include vectoring, rerouting 435 
and ground hold decision making models in response to weather forecasts. Such simulations 436 
have been constructed at a regional level [HB95,BH98, KPP07] and NAS wide level [RBH06, 437 
KD07]. 438 
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The ATM performance simulations require weather forecasts of varying accuracy in order to 439 
evaluate the sensitivity to forecasting uncertainty. This uncertainty variation can be modeled 440 
using different approaches. For instance, two broad, and well developed, types of solution to this 441 
simulation problem are covariance propagation and Monte Carlo methods [Ge74]. In this 442 
problem, covariance propagation varies the forecast uncertainty while Monte Carlo varies the 443 
forecast itself. Of course, the covariance propagation requires that the simulation take as input 444 
the forecast uncertainty, and not merely the forecast itself. On the other hand, the Monte Carlo 445 
method requires a large number of weather forecasts. This can be accomplished with a forecast 446 
ensemble, or with forecasts from several different days. 447 

In many problems, simple bounding cases which provide worst and best possible results are quite 448 
useful to help guide further research and planning. This is conveniently available for weather 449 
forecasts in the form of the persistence (i.e., the current weather is the forecast) and perfect (i.e., 450 
the future weather is the forecast) weather forecasts. 451 

For example, in Figure B-11 persistence and perfect convection forecasts were used to compare 452 
the effect of the convection forecast with two ATM capabilities: trajectory-based operations 453 
traffic flow decision making where the delays and reroutes are assigned to specific flights rather 454 
than to flows, and agile decision making where flights can be rerouted or delayed minutes prior 455 
to departure [HR07]. For this scenario, these results indicate that NAS performance was most 456 
sensitive to the trajectory-based versus flow-based operations. The trajectory-based operations 457 
case significantly moved the NAS performance tradeoff curve to lower levels of congestion and 458 
delay, compared to the flow-based operations. TFM agility was the next most significant factor 459 
influencing ATM performance. The agile TFM moved the NAS performance to lower levels of 460 
congestion and delay, compared to the non agile TFM case. Also, the non agile, flow-based 461 
operations was the best approximation of the NAS performance as measured by ETMS and 462 
ASPM data sources. Finally, the convection forecast uncertainties were the least significant 463 
factors influencing ATM performance. Improving these forecasts resulted in second order NAS 464 
performance improvement compared to the other factors. These results, however, may not hold 465 
for other types of NAS weather or traffic days, which should be explored in future research. 466 

 467 
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Figure B-11 NAS performance sensitivities of trajectory-based and flow-based operations 468 
performance improvements and agile versus non agile decision making.  469 

B-1.13 Use of Probabilistic Convective Weather Forecasts to Assess Pilot 470 
Deviation Probability  471 

Probabilistic weather forecasts for convection are being developed today and for NextGen. For 472 
instance, the operational 0-6 hour National Convective Weather Forecast (NCWF-6) product 473 
provides up to 6-hour forecasts of the probability of convection. Efforts have been made to 474 
determine how to use this forecast in ATM automation where probabilities of convective need to 475 
be translated to ATM impact. One approach is to determine a correlation between aircraft 476 
position and NCWF-6 convective probability values, at the appropriate flight level and relative 477 
distance above the echo top [SSM07]. Using the derived correlation, a decision-maker could 478 
assess the NCWF-6 probability that aircraft are willing to traverse, and in turn, the risk 479 
associated with traveling in the vicinity of forecasted NCWF-6 probability contours. The 480 
Probability Cut-off Parameter (PCP) is the maximum NCWF-6 probability contour which 481 
correlates with a majority of aircraft positions based on historical analysis. With a 1-hour 482 
NCWF-6 forecast, the 80th percentile value (PCP) for all aircraft flying through the probability 483 
field across the continental US is around 35% using four months of flight track and weather data 484 
[SSM07]. PCP values differ for longer forecast times. Also, PCP values can be established for a 485 
local scope, at center and sector levels [SAG09]. Figure 13 shows the method to create the PCP. 486 
A flight traversed an NCWF-6 forecast and the contours it coincided with are recorded. These 487 
data can then be aggregated for many flights. The bottom of Figure B-12 shows an aggregation 488 
of many flights of similar aircraft to develop a PCP for aircraft type. Future research must 489 
address how storm echo tops can be included in the analysis of probabilistic weather forecasts 490 
and PCP analysis. 491 
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 492 

Figure B-12 Transforming a probabilistic NCWF-6 forecast into probability of 493 
penetration. 494 

B-1.14 Integrated Forecast Quality Assessment with ATM Impacts for Aviation 495 
Operational Applications 496 

The ATM planning process uses specific weather information to develop strategic traffic flow 497 
plans. Plans often reroute traffic when hazardous convective weather occurs within the NAS. In 498 
order to better understand the application of convective weather forecasts into the ATM planning 499 
process, convective forecast products are objectively evaluated at key strategic decision points 500 
throughout the day.  501 

An example of how forecasts can be evaluated in the context of ATM strategic planning 502 
processes is illustrated in Figure B-13. A sector-based verification approach along with the ATM 503 
strategic planning decision points and a measure of weather impact across the NAS [KMM07, 504 
MLL08] can be used to evaluate convective weather forecast quality in an operational context. 505 
The fundamental unit of measure is applied to super high sectors – the volumes that are used for 506 
strategic air traffic planning of en route air traffic. In Figure B-13, a squall line is moving into the 507 
Tennessee Valley. The goal is to correctly transform the forecast into sector impacts quantified 508 
by the ATM impact model that applies, for instance CWAM model [CRD07, SWG08]. The 509 
ATM-impact model may have a flow plan and decision points as an input in order to determine 510 
the demand flow direction and quantity. In this example, the northern polygons were false alarms 511 
– areas where events were forecast, but did not occur. Convection occurring over the southeast, 512 



Joint Planning and Development Office (JPDO) 

DRAFT v0.8 

ATM-Weather Integration Plan 

 B-19 July 10, 2009 

ahead of the squall line, was not captured by the forecast, and the sectors were considered missed 513 
events.  514 

 515 

Figure B-13 Sector-based verification of a 2-hour forecast and observations (impacted 516 
sectors are color-coded to depict the verification results).  517 

In NextGen, accurate and consistent weather information will be the foundation of the 4-D Wx 518 
SAS for ATM operations. User-specific evaluation of weather forecast quality plays a significant 519 
role in providing accurate and consistent weather information to the 4-D Wx SAS. ATM impact 520 
models must be tied into the evaluation of weather forecast quality in a way that the ATM impact 521 
is accurately predicted in measures that are meaningful to the ATM application. 522 

B-1.15 Conditioning ATM Impact Models into User-relevant Metrics 523 

NextGen ATM planners and automated DSTs need useful weather information for efficiently 524 
planning, managing, and scheduling the flow of air traffic across the NAS. Significant efforts are 525 
currently underway to provide improved forecasts of convective weather for traffic flow 526 
managers to help them increase air space usage efficiency during times of convective weather 527 
impacts. However, due to the increased workload created by convective weather impacting 528 
congested air traffic routes and other factors, increased forecast performance does not always 529 
translate directly into more efficient operations. Weather forecasts need to be processed in a way 530 
that accounts for the ATM strategic planning procedures making weather information easily 531 
digestible for ATM DSTs and their users, in the particular format that is required (e.g., as shown 532 
in Figure B-14). In order to translate the weather forecasts into useful information for ATM 533 
planners, weather forecasts need to be calibrated, not with respect to meteorological criteria, but 534 
with respect to operational planning criteria. Since the airlines participate in the ATM process 535 
through Collaborative Decision Making (CDM) processes [BCH08], calibrated ATM-impacts 536 
must be expressed in meaningful terms to the airlines (dispatch and ATC coordinators) as well as 537 
to the ANSP. When planning and scheduling flows of air traffic to cross the NAS, one must 538 
project flight schedules and trajectories and weather forecast information into an ATM impact 539 
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model to arrive at delay estimates (arrival and airborne delays), cancellation estimates, and cost 540 
estimates. 541 

 542 
        (a) Convective Forecast     (b) Pixel-based impact    (c) Sector-based impact      (d) Route-based impact 543 

Figure B-14 Convective forecast transformed into ATM impact in various formats. 544 

TFM planning requires accurate, consistent, and calibrated impacts, as illustrated in Figure B-15. 545 
For instance, weather information (un-calibrated and operationally calibrated) must be ingested 546 
into ATM impact models that properly account for sector-to-sector queuing in order to measure 547 
delay costs associated with the weather forecast and expected demand on sectors. When 548 
operationally calibrated weather information is introduced into ATM impact models, costs must 549 
be close to those cost associated with ‘perfect’ knowledge of the weather [MKL09]. In NextGen, 550 
post-process analysis can be used to adjust the bias on ATM impact models so that future ATM 551 
impacts best model actual costs. Ultimately, improving the transformation of weather 552 
information into ATM impacts will reduce air traffic delay costs. In NextGen, it will be critical 553 
that the impacts of weather information be calibrated with respect to ATM operational decisions 554 
for effective planning and automated decision support. 555 

 556 
(a) Original Convective Forecast (b) ATM Impact Uncalibrated           (c) ATM Impact Calibrated 557 

Figure B-15 Convective forecasts for use by automated ATM planners (impacted sectors 558 
are red for high impact and blue no impact). 559 

B-1.16 Integration of the Probabilistic Fog Burn Off Forecast into TFM 560 
Decision Making 561 

Convective weather forecasts in the en route environment include uncertainty in multiple 562 
dimensions, including time, space, and severity. Attempts at integrating probabilistic weather 563 
forecasts into operational decision making in order to address these uncertainties has proven to 564 
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be challenging – it requires complex models to integrate probabilistic weather forecasts with 565 
TFM decision making. The situation at San Francisco (SFO) International Airport provides an 566 
opportunity to explore the integration of probabilistic weather forecasts into TFM decision 567 
making in a less complex scenario [CW03]. This case involves a forecast of a single weather 568 
parameter – the marine stratus (fog) burn off time – at a fixed geographical location (the SFO 569 
approach zone). Traffic managers initiate a Ground Delay Program (GDP) to reduce the inflow 570 
of aircraft when fog at SFO lingers well into the morning arrival rush, thereby reducing the AAR 571 
in half (because only one runway can be used instead of two). One must rate the confidence of 572 
each of several forecasts, and use empirical errors of historical forecasts in order to create a 573 
probabilistic forecast in terms of a cumulative distribution function (CDF) of clearing time 574 
[CIR06]. 575 

To address the ATM impact (Figure B-16), a weather translation model must integrate SFO’s 576 
probabilistic fog burn off forecast in with GDP algorithms [Cl09]. One model uses a Monte-577 
Carlo simulation approach to find the optimal GDP parameters based on objectives of 578 
minimizing unnecessary delay and managing the risk of airborne holding [CW09]. The model 579 
samples multiple times from the CDF of the forecast of stratus clearing time, calculating the key 580 
measures for each possible GDP end time and scope under consideration. The mean value of 581 
each metric is calculated over all clearing time samples for each GDP parameters scenario, 582 
providing the expected value of each metric given the uncertainty in the clearing time. An 583 
objective function uses these key metrics to select the GDP parameters that minimize cost. This 584 
model places a high importance on managing the risk of excessive holding if the stratus clears 585 
later than anticipated. This is addressed by using an objective function that permits low 586 
probabilities of ATM risk, and quickly increases to heavily penalize risky end time decisions.  587 

 588 

(a) For Burn off Time Estimate      (b) ATM Impact       (c) TFM Plan 589 

Figure B-16 Integration of a Probabilistic Forecast of Stratus Clearing with TFM. 590 

The planning, implementing, and controlling a GDP under uncertainty in stratus clearance time 591 
at SFO is both stochastic and dynamic in nature. Decisions related to airport rates, scope, and 592 
flight departure delays require revision in response to updated forecasts. Towards this, a parallel 593 
body of research is underway to develop an algorithm for setting AARs and allocating slots to 594 
flights, and dynamically revising those decisions based on updated forecasts [MHG09]. The 595 
primary input to the algorithm is a set of capacity scenarios and their probabilities, generated 596 
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from forecasts. Given a distribution of stratus clearing time, one algorithm applies a stochastic 597 
optimization model [BHO03] to decide on optimum AARs, following which a slot allocation 598 
algorithm is applied to assign landing slots to airlines [HBM07]. After airlines perform 599 
substitutions and cancellations, the revised schedule and updated forecasts are fed back to the 600 
algorithm, which is re-applied in response to changing conditions.  601 

Stochastic dynamic optimization models that simultaneously decide AARs and delays of 602 
individual flights require more than just capacity scenarios as input [MH07]. Typically these 603 
models apply a wait-and-see policy where certain decisions are delayed until updated 604 
information on airport capacity becomes available. Such models could be applied in NextGen if 605 
weather forecasts provide a capacity scenario tree whose branching points provide information 606 
on when to expect updates in forecasts and the conditional probabilities of scenarios associated 607 
with those updates. 608 

B-1.17 Mincut Algorithms given Hard/Soft Constraints to determine Maximum 609 
Capacity 610 

While the continuous version of the maximum flow problem [M90, KMP07] is suitable for 611 
estimating the maximum throughput across an en route airspace given a traffic flow pattern 612 
[SWG08], it assumes that weather hazards are classified in a binary way: traversable or not 613 
(hazardous or not). The assumption is that all hazards are hard constraints. However, weather 614 
hazards, including the “types” of convection, turbulence, icing, and other weather effects may 615 
more generally be classified into hard and soft constraints. Hard constraints are formed by 616 
weather hazards that no aircraft can safely fly through (e.g., severe convection, turbulence or in-617 
flight icing). Soft constraints are formed by weather hazards which some pilots or airlines decide 618 
to fly through while others do not (e.g., moderate turbulence or icing); these can be characterized 619 
as user “business rules”. As illustrated in Figure B-17, one can consider two aircraft “classes”: 620 
Class 1 aircraft that avoid both hard and soft constraints, and Class 2 aircraft that avoid hard 621 
constraints but are willing to fly through soft constraints.  622 

 623 

      (a) Flight Level Turbulence Data       (b) Hard and Soft Constraints Model 624 
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 625 

(c) Some aircraft avoid hard constraints and other aircraft avoid hard and soft constraints. 626 

Figure B-17 Capacity computation for two classes of aircraft among hard and soft 627 
constraints. 628 

The problem that arises within this mathematical weather to TFM translation model is that of 629 
multi-commodity flow, in which the goal is to determine if there exists a set of air lanes, each 630 
with an associated Class of aircraft (the “commodity”), such that each air lane satisfies all 631 
constraints from the weather types that impact the Class, and such that the air lanes yield a set of 632 
flows that satisfy the demand, or some fraction of the demand. We quantify the capacity of the 633 
resulting region of interest in terms of what fraction f of demand is satisfiable, given the multiple 634 
types of constraints for various classes of aircraft. The fraction f may be less than 1, indicating 635 
that the constraints result in reduced capacity below demand level, or it may be greater than 1, 636 
indicating that there is excess capacity available. The problem becomes more complex as both 637 
the hard and soft constraint boundaries and the likelihood that airlines will pass through certain 638 
hard and soft constraints is modeled with probabilities. 639 

B-1.18 ATM Impact of Turbulence 640 

Unexpected turbulence may injure crew and passengers, and potentially can damage aircraft. The 641 
hazard results from several different atmospheric phenomena including jet stream interaction, 642 
shear, mountain wave generation, and convection. Two distinct types of turbulence are of 643 
concern – Clear Air Turbulence (CAT) and Convective Induced Turbulence (CIT). Turbulence 644 
within convection is addressed by avoiding convective storms. 645 

The ATM impact (Figure B-18) [KlK09] results from pilots desiring to avoid or exit turbulent 646 
conditions for safety reasons. This may happen tactically or strategically. Alerting to potential 647 
turbulence is important so that the cabin can be properly secured prior to an encounter. Exiting 648 
an unplanned encounter requires information to identify an acceptable exit strategy (that is, climb 649 
or descend to airspace clear of turbulence, or avoid by changing horizontal flight path to a region 650 
clear of turbulence). The exit strategy can be determined tactically, essentially as an aircraft is 651 
experiencing turbulence, or is warned that it is about to enter it, or strategically, with sufficient 652 
planning time to enter into a region of potential turbulence or avoid it altogether. Given a 653 
turbulence forecast for advanced warning of potential Moderate-or-Greater (MoG) or of Severe-654 
or-Greater (SoG) turbulence,  a pilot or dispatcher can decide to flight plan into a region of 655 
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potential MoG turbulence if acceptable to the pilot or airlines (a pilot decision or airline policy 656 
decision), or in the case of potential SoG, the region should be avoided. This process varies by 657 
airline, type of certification, aircraft current altitude, and other factors. 658 

Turbulence is capable of producing both workload and airspace utilization impacts. Tactical 659 
information about actual turbulence encounters are conveyed through Pilot Reports (PIREPs or 660 
AIREPs). PIREPs are broadcast to controllers and then relayed to other pilots. Today, this occurs 661 
by voice communications; in NextGen this process is expected to be automated for many aircraft 662 
through electronic PIREPs (e-PIREPs). Processing of PIREPs increases pilot, flight dispatch, and 663 
controller workload but does not, strictly speaking, close airspace. MoG turbulence tends to close 664 
en route airspace given that passenger comfort and safety is a high priority for many airlines. 665 
However, there are some types of aircraft that may fly through MoG turbulence, for instance, 666 
cargo aircraft, ferry flights, or some business jets. Forecasted or reported SoG turbulence is an 667 
immediate safety hazard which closes airspace and, if encountered, may require diversion due to 668 
the likelihood of passenger/pilot injuries and/or required aircraft inspections. 669 

 670 

Figure B-18 Causality diagram for turbulence. 671 

Traffic flow impacts are 4D and temporally sensitive because of the dynamic and random nature 672 
of turbulence. Current turbulence forecasts predict the potential for turbulence in a given region 673 
of airspace, altitude, at a given time in the future. NWP algorithms use coarse grids that cannot 674 
directly model and detect the existence of the “subscale” occurrence of turbulence. While fine 675 
grids may offer hope for detailed analysis in small airspace studies (e.g., accident investigations), 676 
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the ability to have a NAS-wide description of exactly where the boundary of the turbulence 677 
hazards reside (space and time) is beyond current technology and perhaps may not be achieved 678 
in NextGen. Thus, in NextGen, 4D representations of hard constraints for turbulence (SoG level 679 
– where no aircraft should enter) and soft constraints for turbulence (MoG level – where some 680 
pilots and airlines may choose to go through) will be based on probabilistic information for the 681 
potential for where MoG and SoG turbulence may exist. DSTs for dispatchers and controllers 682 
must then be designed in NextGen to reason about the risk of entering into turbulence, rather 683 
than avoiding a well-defined region of turbulence. It is possible in NextGen that a tactical e-684 
PIREP feedback process of quickly communicating to pilots and controllers where turbulence 685 
hazards actually exist will complement long term strategic forecasts of the potential for 686 
turbulence to exist. 687 

B-1.19 Tactical Feedback of Automated Turbulence electronic Pilot Reports  688 

Currently turbulence encounters are reported from cockpit crews either verbally or by text data 689 
link. PIREPs are subjective, late – transmitted only when pilot or controller workload permits, 690 
and not easily disseminated to all users. Pilots need to know how turbulence will affect their 691 
aircraft in order to make route change decisions. Different aircraft respond to turbulence 692 
differently, therefore considerable inference is required on the part of crews to transform 693 
turbulence PIREPs from larger or smaller aircraft into the hazard to their own aircraft. 694 

 NextGen will likely automate the process of collecting and distributing turbulence (as well as 695 
other) PIREP information. Automated e-PIREPs, where human judgment on the magnitude of 696 
the turbulence encounter is replaced by an automatic measurement of the turbulence, will 697 
automatically and frequently report PIREPs by data link to ATC and to nearby aircraft. 698 
Essentially, all e-PIREP equipped aircraft become sensors in the sky for turbulence. 699 

With a collection of e-PIREP information reported at a wide variety of flight levels (null as well 700 
as hazard reports), turbulence information can be data linked directly to nearby aircraft or 701 
collected and distributed via a centralized database (e.g., NNEW) [KRB09]. Given turbulence 702 
data at or above a given threshold (note: the threshold differs based on aircraft type, velocity, 703 
altitude, and weight), crews can determine which regions of airspace may be a hazard and which 704 
are safe to traverse. Clusters of point e-PIREP data classified as hazardous can be identified 705 
(Figure B-19), as well as clusters of clear air data (null or low magnitude reports). Thus, 706 
hazardous airspace as well as airspace clear of turbulence can be communicated to nearby 707 
aircraft that are soon to pass into such airspace. Since turbulence is a transient hazard, this 708 
process needs to be automated, a datalink needs to quickly communicate information to nearby 709 
aircraft, and the process must repeat throughout the day for detecting CIT and CAT hazards.  710 

Current turbulence forecasts predict the potential for turbulence in a given region of airspace, 711 
altitude, at a given time in the future. NWP algorithms use coarse grids that cannot directly 712 
model and detect the existence of the “subscale” occurrence of turbulence. The ability to have a 713 
description of exactly where the boundary of the turbulence hazard resides (space and time) is 714 
beyond current technology and perhaps may not be achieved in NextGen. However, the tactical 715 
feedback process of where turbulence hazards actually exist will complement long term strategic 716 
forecasts of the potential for turbulence to exist. 717 
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 718 

         (a) Data Collection             (b) Data Clustering                 (c) Hazard Impact Model 719 

Figure B-19 Feedback of e-PIREP CIT turbulence data transformed into hazard regions. 720 

B-1.20 ATM Impact of Winter Weather at Airports 721 

The accumulation of ice on aircraft prior to take off is a significant safety hazard affecting 722 
aircraft. Research [RCM00] indicates that the icing hazard for aircraft directly corresponds to the 723 
amount of water in the snow, rather than visibility – the traditional metric used to determine de-724 
icing and take off decisions. Results from field tests of de-icing fluids have identified the liquid-725 
equivalent snowfall rate as the most important factor determining the holdover time (time until a 726 
fluid fails to protect against further ice build-up) [RVC99].  727 

 Furthermore, winter weather also impacts other areas of the airport, e.g. roads into and 728 
out of the airport, parking areas and transportation to the terminals. This adds to the difficulty of 729 
loading passengers and cargo for travel. 730 

The ATM impact of decisions made regarding aircraft de-icing holdover times, de-icing fluid 731 
types, and application procedures have yet to be defined and integrated into a NextGen gate-to-732 
gate concept of operations. From initial field evaluations using stand-alone DSTs, significant 733 
impacts to an airport occur from de-icing operations [RCM00], including airport ground 734 
congestion, decreased arrival rates, and decreased departure rates. Metrics affecting severity of 735 
impacts include precise timing of the snow event start and stop times, characterization of 736 
snowfall in terms of Liquid Water Equivalent (LWE), optimal deicer mix and temperature to 737 
maximize holdover times, and precise timing of the sequence of events from pushback, to de-738 
icing, taxi, and takeoff to prevent additional de-icing. NextGen integration needs further decision 739 
support requirements for winter weather impact in order to optimize gate-to-gate performance. 740 

B-1.21 ATM Impact of In-Flight Icing  741 

In-flight icing impacts air traffic flow in complex ways. For aircraft not certified for icing 742 
conditions, all known or forecast icing is prohibited airspace and considered a “hard” constraint 743 
– these aircraft are not allowed to fly into such an airspace. A SIGMET issued by the National 744 
Weather Service (NWS) is considered a hard constraint for all aircraft. Today, SIGMETs are 745 
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typically valid for up to 4 hours and usually affect a large volume of airspace. Some situations 746 
have icing severity and aircraft equipage combined to define a “soft” constraint – some aircraft 747 
may penetrate the icing volume for limited exposure times. 748 

In-flight icing is typically a low altitude hazard, generally less than FL200. Major ATM impacts, 749 
therefore, are seen for low-end General Aviation (GA) and for all aircraft in the arrival/departure 750 
and terminal phases of flight. National ATM impact can be significant when icing affects large 751 
airport metroplexes. Figure B-20 illustrates some of the air traffic responses due to SIGMETs 752 
issued for severe icing [KrK09]. The traffic density is significantly decreased by a SIGMET 753 
when compared to the same day a week before and a week after – the effect is strongest if the 754 
SIGMET has a lower altitude that reaches ground level. Holding patterns are established outside 755 
of the SIGMET volume to allow aircraft to descend below the SIGMET prior to arrival if the 756 
SIGMET does not extend to ground level. Other impacts include increased ground delays until 757 
the SIGMET is released, cancellations of flights scheduled to take of when the SIGMET is 758 
active, and aircraft forced to fly above or below the SIGMET altitude ranges, thus increasing 759 
densities above and below the SIGMET volume and increasing controller workload for those 760 
altitudes. 761 

 762 

(a) Icing Forecast     (b) Decrease in density of Traffic       (c) Holding and Delays Impact 763 

Figure B-20 In-flight icing causes significant ATM impacts. 764 

NextGen traffic flow impacts will be 4D and temporally sensitive. In NextGen, flight data 765 
objects representing aircraft and traffic flows will integrate with 4D representations of hard and 766 
soft constraints due to current and forecast icing conditions. NextGen icing forecasts will be 767 
automatically generated. The SIGMET for NextGen will likely be a 4D airspace that is shaped 768 
by the 4D forecasted icing volumetric icing phenomenon. Icing decision support can then be 769 
provided to flight crews, air traffic managers and controllers, dispatchers, and automated DSTs 770 
in the same spatial and temporal context. A 4D gridded format will be highly consistent with 771 
planned NNEW formats. Future products needed to fully address ATM impacts include 772 
calibrated icing probability and icing severity. Further, a better understanding and mathematical 773 
model of the in-flight icing ATM impact in both the terminal and en route environments is 774 
needed. 775 

B-1.22 ATM Impacts Derived From Probabilistic Forecasts for Ceiling and 776 
Visibility and Obstructions to Visibility 777 

The Ceiling and Visibility (C&V), and Obstructions to Visibility (OTV) impacts differ 778 
depending on the flight regime (terminal, en route, ground operations) and type of aircraft 779 
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operation (Part 91 vs. Part 135 or Part 121). Reduced visibility and ceiling rank 3rd and 4th 780 
behind convection and winds as factors reducing terminal capacity [NWS04a, NWS04b]. For the 781 
en route NAS, ATM impact for IFR equipped aircraft results from reduced AARs and increased 782 
MIT restrictions that originate from the impacts of OTV on terminal airspace and airport ground 783 
areas. This impact can greatly reduce air route capacity and may propagate from sector to sector 784 
as passback MIT restrictions. OTV impact on terminal arrival and departure operations (see 785 
Figure B-21) include restrictions on VFR operations, increased MIT requirements on final 786 
approach, increased missed approach potential, higher workload for pilots and controllers (e.g., 787 
PIREP communications), and restrictions on use of Land And Hold Short Operations (LAHSO). 788 
Impacts result from ground fog, low ceiling, low visibility due to precipitation, and smoke and 789 
haze. These conditions are further influenced by day/night effects and by viewing angle relative 790 
to solar angle. For ground operations, the OTV impacts come from ground fog, low visibility due 791 
to precipitation, blowing snow, plus day/night and viewing angle effects as above. For non-IFR 792 
equipped GA aircraft, the OTV impact to ATM is minimal; however, the safety impact to 793 
inadvertent penetration into IMC during VFR operations is significant. 794 

A number of techniques for probabilistic forecasting of C&V and OTV occurrence are in limited 795 
operational use today, but significant improvements in forecast skill, longer-duration forecasts, 796 
expansion to NAS-wide coverage, and better linkage to the specific forecast needs of individual 797 
terminal areas are required to meet critical NextGen needs.  Similarly, models for translation of 798 
C&V weather forecasts into ATM impacts are only in limited use, and there exists no real-time 799 
system linking state-of-the-art NAS-wide probabilistic C&V forecasts with a calibrated, 800 
terminal-specific ATM impact model.  So, the core OTV forecast technology, plus translation to 801 
ATM impact and decision support dealing with uncertainty, are NextGen technology gaps. The 802 
linkage, testing and implementation of these technologies is a critical and achievable NextGen 803 
requirement. 804 

NAS decision support systems need realistic system-wide impact assessment models (e.g., 805 
[RH07, HR08]) that use current and forecast probabilistic OTV-impacted AARs at individual 806 
terminals to forecast resulting composite air route MIT restrictions. The assessment models must 807 
represent the system-wide impacts of reduced AARs, ground holds, and departure delays at 808 
remote airports where OTV conditions are not present. 809 

B-1.23 Improved Wind Forecasts to predict Runway Configuration Changes 810 

The airport configuration is a primary factor in various airport characteristics such as arrival and 811 
departure capacities (AARs) and ADRs) and terminal area traffic patterns. Since the airport 812 
configuration is largely dependent on airport wind conditions, an ATM-impact model must 813 
translate the wind conditions (and other factors) into AAR, ADR, and other impacts. Today there 814 
is poor dissemination throughout the NAS of the airport configurations in use at each airport at 815 
any given time, with very little known about expected future configuration changes. AARs, 816 
ADRs, and terminal traffic patterns are central to a variety of ATM decisions, such as setting 817 
arrival restrictions to avoid airborne holding as well as the effects certain airport configurations 818 
have on nearby airport traffic flows and configurations. Consequently, as uncertainty from wind 819 
conditions translates into uncertainty about the current or future airport configuration, this results 820 
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in traffic management decisions that underutilize or overload airports, resulting in unnecessary or 821 
inefficient delays. 822 

 823 

Figure B-21 Causality Diagram for Terminal C&V. 824 

In order to build a model for translating wind conditions into ATM impacts, both meteorological 825 
and ATM modeling need to be addressed. The wind speed and direction is essential in 826 
determining which runways are feasible. Terminal Aerodrome Forecasts (TAFs) do not currently 827 
predict wind conditions precisely enough or accurately enough to enable airport configuration 828 
prediction. NextGen weather forecast systems must correct this in order to assimilate weather 829 
into DSTs for airport surface operations as well as TFM decision making. Accurately predicting 830 
wind conditions at an airport is difficult, and viable automated methods are only now emerging 831 
due to recent scientific advances and gains in computer performance. Furthermore, TAFs are 832 
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intended primarily to provide information for filing flight plans, so they are not required to 833 
include certain changes in wind speed or direction that may cause a change in airport 834 
configuration. 835 

As for modeling the ATM impact, there is also research needed to establish the relationship 836 
between how controllers choose between viable configurations to meet the arrival and departure 837 
demands of an airport. Controllers usually have 30 minutes or more leeway in the time at which 838 
runway usage can be changed while maintaining safety. This leeway is generally used to choose 839 
a time at which to implement a runway configuration change so as to minimize inefficiencies 840 
associated with making the change. The timing of the arrival and departure traffic demand, 841 
weather (winds as well as possibly convective weather constraints), and other factors need to be 842 
modeled. Furthermore, there is generally a preferred configuration that will be used if it is 843 
feasible for a sufficiently long period of time. There is a need to build a mathematical model that 844 
relates these factors to the forecasted weather (and traffic) conditions. 845 

B-1.24 Improved Wind Forecasts to facilitate Wake Vortex Decision Support 846 

Turbulence associated with aircraft wake vortices pose a potential hazard to other aircraft, 847 
especially lighter aircraft following at low altitude. This risk is mitigated by increased separation 848 
standards when wake turbulence avoidance is a concern. Historically, these separation standards 849 
were established under the assumption that little or no information is available in near real time 850 
with regard to the location, severity, or movement of wake vortices. As a result, they are 851 
designed conservatively, presuming the existence of a significant wake threat following each 852 
Heavy aircraft, and atmospheric conditions that would allow the wake turbulence to persist at a 853 
severe intensity for a relatively long duration (several minutes) in a location that encroaches on 854 
the flight path of the trailing aircraft. 855 

Knowledge of wake vortex characteristics and behavior in near real time allows the opportunity 856 
to safely reduce existing separation standards to increase throughput, particularly within the 857 
terminal airspace [LMC03]. Early attempts to develop operational systems to mitigate wake 858 
impact focused on detection of vortices, with concurrent meteorological sensing to anticipate 859 
wake behavior, particularly wake dissipation rate and vertical displacement [HCB00]. Ground-860 
based systems (e.g. Lidar) have proven extremely effective in local (on-airport) detection; their 861 
primary weakness is limited detection range in inclement weather, and they are relatively 862 
expensive. Furthermore, prediction of wake behavior based on meteorological measurements of 863 
atmospheric stability produced mixed results. 864 

More recent efforts have focused on wind dependent solutions [LTL05, LTD07, RC08]. A very 865 
short term wind forecast (20 minutes) is sufficient to determine when persistent transport 866 
crosswinds protect specific Closely Spaced Parallel Runways (CSPR) from the threat of a wake 867 
vortex moving into the departure flight path, thereby safely allowing reduced separations. 868 
Analogous wind dependent solutions currently under investigation for arrival operations have 869 
more substantial implications for TFM. Unlike departures, for which a ground queue of aircraft 870 
may be immediately available to exploit available capacity, reduced separations for arrivals 871 
implies TFM planning to ensure aircraft availability to fill available slots. This puts more 872 
rigorous demands on wind forecast performance. First, it requires sufficient forecast lead time to 873 
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allow for positioning of en route aircraft, which requires additional release of ground held 874 
aircraft. Furthermore, the burden of managing the flow of airborne planes (as opposed to a 875 
ground queue)  requires that the forecast window of opportunity be of sufficient length to 876 
provide commensurate benefits, and that the end time of favorable crosswinds be forecast with 877 
high reliability to avoid an oversupply of airborne arrivals. 878 

These concepts are illustrated in Figure B-22. (1) The initial forecast of future arrival capacity 879 
increase will likely require at least a 1-hour lead time to indicate the potential for increased 880 
capacity. (2) When winds are verified as favorable, and the current forecast indicates an expected 881 
duration of at least 3 hours of favorable crosswind, ATM can increase upstream throughput, 882 
presumably involving the release of additional ground-held aircraft. (3) Additional arrival 883 
demand becomes available locally to fully utilize arrival slots made available by reduced 884 
separations. Typically this would be expected 60-90 minutes after release of additional aircraft. 885 
(4) At some point during the increased capacity window, the wind forecast would indicate an 886 
expected end to favorable winds. This would require at least 1 hour lead time to reduce flow of 887 
upstream arrivals and absorb existing en route arrivals. (5) Crosswinds no longer favorable for 888 
reduced separations. Note that this example represents a minimum acceptable benefits scenario, 889 
i.e. a 3-hour wind of favorable crosswinds, during which at least 1.5-2.0 hours could be exploited 890 
with a sufficiently increased supply of incoming arrivals. A more aggressive approach to further 891 
exploit capacity would be to increase the upstream flow rate immediately upon the initial 892 
forecast of favorable conditions occurring within 1 hour. This, of course, adds additional risk of 893 
oversupply in the event of an incorrect forecast. 894 

 895 

Figure B-22 Conceptual timeline showing traffic flow management in response to reduced 896 
wake vortex separations for arrival aircraft. 897 

In NextGen, an increased availability of aircraft meteorological data (e.g. via the Meteorological 898 
Data Collection and Reporting System (MDCRS)) and aircraft surveillance technology (e.g. 899 
ADS-B) may provide the necessary near real time information for wind dependent solutions 900 
without the high cost of more sophisticated ground-based sensors. In particular, flight path 901 
observations could be used to validate favorable conditions aloft (nominally up to a few thousand 902 
feet) to support the concept. Additionally, continuing advancement in NWP modeling 903 
performance and resolution is expected to be of central importance for meeting the wind forecast 904 
lead time and precision requirements. Since the capacity impact of wake separation restrictions is 905 
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highly dependent upon aircraft mix, solutions must also integrate sequence optimization schemes 906 
to fully exploit available capacity.  907 

B-1.25 Impact of Winds Aloft on the Compression of Terminal Area Traffic 908 
Flows 909 

Strong winds aloft impact an airspace by causing aircraft spacing problems. Generally, when 910 
strong winds aloft are present, the wind speed will vary considerably with altitude. This will 911 
cause large variations in groundspeeds between aircraft at different altitudes and in trail spacing 912 
becomes difficult to maintain. The effect on one flow direction may be very different from the 913 
effect in the opposite flow direction, for instance, traffic flying East with the wind will have 914 
different effects from traffic flying West into the wind. From an ATM perspective, greater MIT 915 
restrictions will be issued to deal with this effect, which controllers refer to as compression. 916 
Generally when winds aloft impact the airspace, MIT restrictions have to be increased, and there 917 
is also the possibility of impacting performance with a lower AARs with the potential of GDPs 918 
and Ground Stops (GS).  919 

Vertical wind information, both observed and forecasted, can be used to manage the impact of 920 
compression. Current hourly updated vertical profiles of forecast winds will need to be more 921 
frequent in NextGen to facilitate better wind forecasts for this ATM application. The outstanding 922 
issue is how to translate this information to determine compression effects on ATM, specifically 923 
predicting MIT and any reduced AAR or the need for GDPs or GSs. In NextGen, a larger 924 
percentage of traffic will be following Continuous Descent Approaches (CDAs) and tracking 925 
Area Navigation (RNAV) routes within a required RNP level, and these procedures will also 926 
drive wind forecast accuracy requirements. How the requirements relate to the weather forecast 927 
accuracy is an open research question. 928 

B-1.26 Oceanic/Remote Weather Integration 929 

The NextGen Concept of Operations envisions a seamless transition between CONUS, terminal, 930 
and oceanic domains. Weather information for oceanic and remote areas will be integrated with 931 
ATM at the same level as for CONUS operations. A number of oceanic procedures are already 932 
being implemented as wide-spread use of Automatic Dependent Surveillance – Broadcast (ADS-933 
B) expands. For example, airlines are already exploiting the benefits from Dynamic Airborne 934 
Reroute Procedures (DARP) which allow airborne aircraft to take advantage of updated 935 
atmospheric conditions and cruise-climb more efficiently for better fuel consumption. Oceanic 936 
routes integrate with CDAs into gateway terminals to permit idle thrust descents from cruise to 937 
short final approach. All of these capabilities depend on timely weather updates on hazards 938 
(convection, turbulence, volcanic ash, in-flight icing), winds, and Outside Air Temperature 939 
(OAT).  940 

Weather information for remote and oceanic regions is more difficult to create than for the 941 
CONUS because data is sparse. This requires creative use of available data from satellites and 942 
other limited sources, and is an area of active research. Prototype algorithms have been 943 
developed for regional use, but not integrated with ATM procedures.  944 
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Studies in the Central East Pacific [GSC06], for instance, demonstrate how wind data can be 945 
used to generate wind optimal routes, transitioning away from the fixed Central East Pacific 946 
routes to user-preferred routes. While such routing takes advantage of the jet stream, it also must 947 
take into account turbulence that can be found near the jet stream, which is an area of future 948 
research. 949 

Direct integration of winds and temperature into flight planning systems on the ground, and via 950 
data link into flight management systems (FMSs) while airborne, is occurring. Flight plans are 951 
optimized prior to departure, and changed as needed en route to take advantage of updated winds 952 
and OAT (for cruise-climb). 4D, flight path specific, descriptions of weather hazards 953 
(convection, turbulence, volcanic ash, in-flight icing) are needed to complete the NextGen 954 
seamless transition to CONUS and terminal operations. 4D hazard information needs to be 955 
integrated with winds and temperature effects on flight profiles. Airline dispatchers, oceanic air 956 
traffic managers, and pilots can then strategically plan flight profiles and, most importantly, 957 
pilots can prepare to react to real-time hazard information prior to an encounter.  958 

B-1.27 Translation of Volcanic Ash Plume Hazards onto Airspace and Airport 959 
Impacts 960 

Advanced techniques are needed in NextGen that will detect, forecast, and disseminate 961 
information on volcanic ash plume hazards and how the hazards will affect ATM resources to 962 
aviation operators and users. Airborne volcanic ash constitutes a recognized threat to aviation 963 
that can severely damage jet aircraft engines through erosion, corrosion and congestion. Volcanic 964 
ash contamination may render large volumes of airspace unavailable, necessitating costly 965 
rerouting contingencies, degrades braking action at affected airports, as well as completely closes 966 
contaminated airports [KMP08]. Problematic ash-related aircraft encounters have been reported 967 
days after an eruption and thousands of miles from the source. There are a number of technical 968 
issues that need to be addressed to identify volumes of airspace that should be avoided. 969 

The weather translation model for volcanic ash plume hazards (Figure B-23) requires further 970 
advancement of both science and operational modeling. Science issues for NextGen include: 971 

 Timely detection of eruption and resulting ash cloud 972 

 Discrimination of ash from water/ice and sulfur clouds 973 

 Missed detections and false alarms 974 

 Sensor response function, measurement precision, calibration 975 

 Dispersion models 976 

 What concentration and ash particle size constitute a hazard 977 

 How the concentration and ash particle size determined 978 

 Operational issues for NextGen include: 979 

 Timely advice of the mathematical model for eruption / ash cloud 980 

 Dispersion model development and validation, and  981 
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 More automation needed for integration of ATM impact with NextGen systems. 982 

 983 

Figure B-23 Causality diagram ATM impacts of volcanic ash. 984 

The ATM impact is so severe that any forecast or actual volcanic ash above a threshold 985 
concentration and particle size is considered a hard constraint. A 4D airspace volume defining 986 
the hard constraint is required for NextGen. Application of the constraint would be the same as 987 
for any 4D weather hazard. It represents a no-fly volume that most likely is deterministic versus 988 
probabilistic (pending further research on the above technical issues). 989 

B-1.28 Translation of Atmospheric Effects into Environmental and ATM 990 
Impacts 991 

The large increase in air traffic associated with NextGen will have a growing impact on the 992 
environment. Environmental impacts will be significant constraints on the capacity and 993 
flexibility of NextGen unless these impacts are managed and mitigated [GTA09]. The major 994 
environmental effects of aviation are: 995 
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 Emission of pollutants affecting local air quality, such as NOx, SOx, CO, and 996 
particulate matter; 997 

 Emission of greenhouse gases such as CO2; 998 

 Aircraft noise; and 999 

 Water pollution via de-icing agents, spilled fuel, etc. 1000 

Note that the discussion of fuel consumption in the NextGen Concept of Operations is not an 1001 
environmental impact but is a surrogate for greenhouse-gas and air-pollution impacts. All of the 1002 
weather-integration applications discussed here, of course, have an impact on fuel consumption 1003 
as related to ATM efficiency. 1004 

Most of the above environmental impacts are affected by the atmosphere and will require the 1005 
integration of probabilistic weather forecast elements for proper risk management. The weather 1006 
elements include, but are not limited to: wind and temperature profiles; probabilistic model 1007 
output of Atmospheric Impact Variables (AIVs); translation of atmospheric conditions to 1008 
environmental impact; and translation of environmental impact to ATM impact.  1009 

Examples of the translation mechanisms coupling atmospheric conditions to environmental 1010 
impact include: 1011 

 Noise intensity on the ground is affected by wind and temperature via their influence 1012 
on the strength and directionality of acoustic propagation, and also via their influence 1013 
on aircraft performance (e.g., climb rates). 1014 

 Dispersion and mixing of air pollutants is affected by wind, temperature, and 1015 
humidity via their impacts on atmospheric mixing and chemistry. 1016 

 Generation of greenhouse gases is affected by wind, temperature, and humidity via 1017 
their impacts on engine performance and fuel consumption. 1018 

 Environmental impacts are translated into ATM impacts via several mechanisms, 1019 
including: 1020 

 Mitigation measures such as specialized departure and arrival procedures and 1021 
routings, as well as restricted periods of operation; 1022 

 Routing and altitude assignments that seek to minimize fuel consumption (and 1023 
possibly contrail formation); and 1024 

 Surface and system management that seeks to minimize taxi times and delays on the 1025 
ground with engines running. 1026 

To the degree that the above change the capacity or throughput of airspace or airport elements, 1027 
then environmental considerations will impact NAS operations. 1028 

B-1.29 ATM Impact of Space Weather  1029 

There is a growing threat from space weather as aviation’s dependence on space and terrestrial 1030 
networks vulnerable to space weather continues to grow. The threat also exists within the 1031 
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aircraft, affecting communication and navigation abilities for long-haul polar flights. In addition, 1032 
there is an increasing need to characterize the radiation environment that changes as a 1033 
consequence of space weather eruptions. Even relatively minor solar storms can affect 1034 
communications, navigation, and radiation exposure, and this can cause flights to reroute, divert 1035 
or not even dispatch over polar regions. Thus, an increase in polar flight activity in NextGen will 1036 
bring about an increase in NAS delays from space weather impacts during times of high solar 1037 
activity. We can expect an as-yet undefined impact to the net-centric NextGen infrastructure in 1038 
the CONUS as well. Moreover, the human exposure to space radiation is significantly higher on 1039 
polar routes, which poses a potential health risk. Finally, the emerging industry of commercial 1040 
space tourism and commercial resupply and transportation services to the International Space 1041 
Station will also necessitate the need for increased situational awareness of the space weather 1042 
environment and its impacts. 1043 

Information on space weather is currently sparse and not well applied to aviation applications. 1044 
Recent popularity of polar routes has driven the requirement to include adding appropriate space 1045 
weather information into the normal operating procedures of commercial aviation. This 1046 
requirement also extends all over the globe, as communication and navigation issues in particular 1047 
reach far beyond the polar regions. The physical units describing these events are not translatable 1048 
to aviation and net-centric impact. First, impact thresholds for both net-centric operations and 1049 
communications/navigation systems need to be established in terms of the physical units 1050 
describing solar events. This is an area of active research. Once thresholds are better understood, 1051 
solar events can be translated into such ATM impacts as alternative communications and 1052 
navigation methods required for flight; backup net-centric systems for flights through affected 1053 
regions; support for airline dispatch and air traffic control decisions to close routes and airspace; 1054 
and restrictions to human exposure to radiation. Forecasts of solar eruptions and their impact 1055 
time-of-arrival for the Earth’s atmosphere are necessary to mitigate these impacts to aviation in 1056 
NextGen. 1057 

B-1.30 ATM Impact of Weather Constraints on General Aviation Access to the 1058 
NAS 1059 

Although GA aircraft operations make up approximately half of all flight hours in the NAS, 1060 
quantification of the impact of weather upon their operations in the NAS is complicated due to a 1061 
number of factors. At one extreme, these GA flights are non-scheduled, and thus cancellation 1062 
and delay data are not available. When these fights do enter into controlled airspace, then ETMS 1063 
and other trajectory data sources can be mined to yield statistical models of pilot behavior  1064 
[DE06] however, it is expected that the results will vary considerably compared to the models 1065 
that have been emerging to characterize commercial airline pilot behavior. Further, GA aircraft 1066 
cover a wide spectrum from day VFR-only to extremely weather-capable aircraft matching those 1067 
in scheduled Part 121 service. This diversity in aircraft capability is matched by that of the pilot 1068 
qualifications and the airports from which the aircraft operate. This variability will be reflected 1069 
in the response of these aircraft to weather constraints. These constraints include convective 1070 
activity, turbulence/wind, flight icing, ground icing, and Ceiling and Visibility (C&V).  1071 

One example of this variability is in the behavior of pilots when using datalinked reflectivity data 1072 
to avoid thunderstorm cells. Some pilots interpret the data tactically and penetrate the convective 1073 
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areas while others interpret it strategically, avoiding the entire region of convective activity 1074 
[B08]. There is considerable variability in pilot behavior near convective areas, making it 1075 
difficult to model the diversion probability. Pilot experience and training, as well as aircraft 1076 
equipment, vary considerably, and these will strongly affect weather avoidance strategies. The 1077 
evolving nature of onboard weather detection can reasonably be expected to ensure that GA pilot 1078 
deviation behavior will continue to be nonuniform. Existing simulation methodologies can be 1079 
rapidly configured to explore pilot response to cockpit weather and traffic displays [HMB06]. 1080 

Terminal area winds and turbulence will also have varied impacts. The decision of whether or 1081 
not an aircraft will accept an approach to a given runway can depend more upon pilot skill, 1082 
runway width, and flow field complexity than upon aircraft type and may be difficult to quantify. 1083 
This is because most GA aircraft do not have well-defined crosswind limits, although some have 1084 
a maximum demonstrated crosswind.  1085 

En route turbulence will usually result in a request for a higher altitude, although pilots with 1086 
headwinds may choose to sacrifice ride quality for a higher groundspeed, as headwinds will have 1087 
a lesser impact at lower altitudes. Orogenic turbulence over major mountain ridges can render 1088 
some altitudes unusable if downdrafts approach or equal climb rate. Clear air turbulence in the 1089 
vicinity of jet streams will have similar impacts upon GA jets and air carrier aircraft. 1090 

Both in-flight icing and ground icing show high variability in their NAS impacts for GA flights. 1091 
In addition to having less effective anti-icing provisions, smaller GA aircraft typically operate at 1092 
altitudes where icing is more frequent, so it is likely that GA aircraft will be more affected by in-1093 
flight icing than studies show for larger commercial aircraft [KrK09]. Larger, particularly jet, 1094 
aircraft will experience icing primarily during ascent or descent from or into terminal areas. 1095 

Aircraft are classified as approved or not approved for flight into known icing conditions. This 1096 
classification does not capture the degree of ice protection possessed by the aircraft. 1097 
Furthermore, not all aircraft sharing a single type certificate have the same status with regard to 1098 
icing. This wide spectrum of ice protection is matched by a large variability in pilot strategies to 1099 
avoid ice. However, regardless of the level of ice protection, pilots will avoid areas of potential 1100 
or reported icing as much as possible. This can make some altitudes unavailable for holding 1101 
traffic, resulting in aircraft being spread out over large areas. Most GA airports have limited de-1102 
icing services, with hangaring being the most common option. A thin layer of overnight frost can 1103 
cause cancellation or lengthy delay for all unprotected aircraft, particularly impacting early 1104 
morning departures.  1105 

As for C&V, under Part 91, aircraft may begin an instrument approach even if there are no 1106 
official visibility measurements or if such measurements are below minimums for the approach. 1107 
This may lead to a greater probability of missed approach procedures being flown compared to 1108 
Part 135 and Part 121 operations. Pilots of en route VFR GA aircraft may request IFR clearances 1109 
in the event of sudden reduction in C&V. Others may require special assistance. Either action 1110 
adds to ATC workload. New cockpit displays, such as moving map and synthetic vision, have 1111 
the potential to improve VFR into Instrument Meteorological Conditions (IMC) accident rates 1112 
but may also increase the proportion of VFR pilots who choose to continue toward the 1113 
destination rather than diverting or changing to IFR, [JWW06] potentially increasing complexity 1114 
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for controllers managing low altitude IFR operations. Non-towered, non-radar airports are 1115 
typically “one in – one out” for IFR operations, creating significant delays for both arrivals and 1116 
departures.  1117 

While the number of studies that have been performed to build ATM impact translation models 1118 
has been increasing over the years, few and possibly none of these have focused on the particular 1119 
parameters that model GA aircraft in particular, or have quantified the overall impacts to GA 1120 
pilots in the aggregate. 1121 

B-2. Methodologies for ATM Weather Integration 1122 

Many of the ATM-impact models will eventually be integrated into DSTs in order to help users 1123 
reason about the impacts of weather while solving ATM problems. The survey includes 1124 
approaches for addressing weather-related uncertainty in ATM decision making for strategic 1125 
look ahead times – risk management processes – as well as approaches that wait until the tactical 1126 
look ahead times to address deterministic forecasts after the uncertainties diminish. The ATM-1127 
weather integration techniques make reference to ATM-impact models as appropriate. 1128 

B-2.1 Sequential, Probabilistic Congestion Management for addressing 1129 
Weather Impacts 1130 

Flexibility and adaptability in the presence of severe weather is an essential NextGen 1131 
characteristic. But even at tactical flow management planning times (0 to 2 hours), weather and 1132 
traffic forecasts contain significant uncertainties. Sequential, probabilistic congestion 1133 
management [WG08] describes how to incrementally manage en route airspace congestion in the 1134 
presence of these uncertainties.  1135 

The concept is illustrated in Figure B-24 as a control loop, where congestion management 1136 
decisions are made continually at regular intervals (e.g., every 15 minutes). The distribution of 1137 
traffic demand in en route sectors is predicted based on flight plans (or downlinked Flight 1138 
Management System (FMS) data), track data, wind forecasts, aircraft performance data, and 1139 
other adapted elements. Several methods of predicting traffic demand distributions have been 1140 
developed. [WZS05, GS07, WSZ05]  Convective weather forecasts, which will include measures 1141 
of forecast uncertainty, are used to predict the probabilistic capacity of en route sectors. This 1142 
calculation may include the predicted traffic demand, since the true capacity of sectors is 1143 
sensitive to the traffic flow patterns and how they interact with the weather. Methods for 1144 
estimating weather impact on sector capacity have been proposed [KMP07, SWG07, M07], 1145 
however, none have been developed for estimating the distribution of possible sector capacities 1146 
based on a probabilistic weather forecast product. The distributions of demand and capacity are 1147 
convolved to produce a probabilistic congestion forecast, where congestion is simply defined as 1148 
when demand exceeds capacity. 1149 
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 1150 

Figure B-24 The sequential, probabilistic congestion management concept as a control 1151 
loop. 1152 

Given a probabilistic congestion forecast, a decision needs to be made. How much control is 1153 
needed to ensure that the congestion has an acceptable level of risk?  This decision is made 1154 
knowing that the strategy will be modified at the next decision time, and thus it need not be a 1155 
complete solution to the problem. If too-aggressive action is taken, then some flights will be 1156 
affected unnecessarily. If insufficient action is taken, then more intrusive maneuvers, such as 1157 
airborne rerouting, may be required to manage congestion. This is a classic decision-theoretic 1158 
tradeoff between acting early on uncertain information and waiting for better information. Note 1159 
that the system goal (congestion risk) and desired types of flight maneuvers can be modified by 1160 
traffic management personnel at this stage. 1161 

Once a congestion management goal has been chosen, specific actions must be developed. If 1162 
congestion resolution is required, flight-specific maneuvers can be developed in a variety of 1163 
ways [WG08, TW08, RH06, BS98, SMW07]. If the weather turns out to be less disruptive than 1164 
predicted, delay recovery actions to undo previous maneuvers may be needed. In both cases, it is 1165 
anticipated that relatively few aircraft would be maneuvered at any single decision time, as 1166 
compared to the large-scale traffic flow initiatives commonly used today. At this step, airspace 1167 
users can collaborate with the ANSP to coordinate resolution or recovery actions with their 1168 
business needs. This may be via user preferences, or eventually via a 4D trajectory negotiation 1169 
process. The final step is to execute the actions such that departure times and cleared flight plans, 1170 
or the agreed-upon 4D trajectory, are updated.  1171 

Sequential, probabilistic congestion management can take advantage of probabilistic weather 1172 
forecasts to reduce weather impact on en route airspace. It would also provide an effective “inner 1173 
loop” to be used in conjunction with strategic flow management initiatives, based on longer-1174 
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range weather forecasts [HKD07]. Note that an alternate, multiple-timescale sequential 1175 
congestion management approach has also been proposed [GSM08]. This method does not 1176 
employ probabilistic forecasts, but rather relies on adapting to observed weather development. 1177 

B-2.2 Sequential Traffic Flow Optimization with Tactical Flight Control 1178 
Heuristics 1179 

A deterministic sequential optimization approach integrates a strategic departure control model 1180 
with a fast-time simulation environment to reactively control flights subject to system 1181 
uncertainties, such as imperfect weather and flight intent information [GSM08]. To reduce the 1182 
computational complexity of the strategic model, only departure delays are assigned, while 1183 
tactical en route flight control is accomplished through heuristic techniques. These heuristics rely 1184 
on a shortest path routing algorithm and an airborne holding model that is used only as a control 1185 
strategy of last resort. 1186 

This closed-loop, integrated optimization-simulation system is illustrated in Figure B-25. System 1187 
inputs consist of user schedules and flight plans, weather data, and airspace adaptation data. The 1188 
weather forecast inputs are suitable for establishing CWAM WAFs [DE06]. 1189 

 1190 

Figure B-25 Sequential optimization with strategic and tactical weather translation. 1191 

A Primary Simulation updates state information (e.g., latitude, longitude, speed, altitude, and 1192 
heading) for all aircraft in the simulation every minute, while updates to the weather forecasts are 1193 
provided every five minutes. This updated state information is used every two hours to develop 1194 
and refine deterministic, strategiB-level flow control initiatives, assigning pre-departure delays to 1195 
flights subject to airport and airspace capacity constraints. The first step in developing these 1196 
strategiB-level controls is to translate the weather data into reduced sector capacity estimates 1197 
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[KMP07, M07, SWG08]. Subsequently, the predicted positions of all airborne and scheduled 1198 
flights over a user defined planning horizon is calculated. The forecasted system demand and 1199 
capacity estimates are used as inputs for strategic departure control, assigning flight specific pre-1200 
departure delays. 1201 

Refinements to the strategiB-level traffic flow management plan to account for uncertainties in 1202 
the demand and capacity estimates are accomplished through two tactical control loops. The first 1203 
is called at a frequency that ranges between 5 and 30 minutes, and assigns tactical reroutes to 1204 
flights to ensure that aircraft do not venture into regions of significant convective weather. The 1205 
variable calling frequency is allowed here to account for the confidence in the weather forecast 1206 
accuracy. Regions of significant convective weather are defined by CWAM WAFs. The 1207 
trajectories of all flights over a 100 nmi to 400 nmi look-ahead horizon are checked to determine 1208 
if any flight intersects a WAF. Flights found to intersect these regions are rerouted. The lowest 1209 
level control loop that is called every minute is a strategy of last resort to immediately assign 1210 
airborne delay to any flight that will encounter an en route weather hazard within the next 1211 
minute.  1212 

B-2.3 Airspace Flow Programs to address 4D Probabilistic Weather 1213 
Constraints 1214 

An AFP [Br07, KJP06] is a particular type of Traffic Management Initiative (TMI) that controls 1215 
traffic flowing into an airspace where demand is predicted to exceed capacity, as illustrated by 1216 
Figure B-26. A FCA is defined to be the boundary of the region of airspace where demand 1217 
exceeds capacity – most typically, due to convective weather constraints. Today’s AFPs use 1218 
fixed locations for FCA boundaries used for AFPs, typically a line segment connecting sector 1219 
boundaries that aircraft cross at they travel toward eastward destinations, and these regions are 1220 
defined by air traffic control sector boundaries, not the location of the weather constraint itself. 1221 

 1222 
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Figure B-26 In an AFP, routes within the FCA are defined by an FCA planning DST to 1223 
maximize throughput given weather constraints; routes outside the FCA are determined by 1224 
routing preferences of the user. 1225 

In NextGen, the FCA is likely to be a 4D volume that describes the space-time region where 1226 
weather constraints (not only convection, but severe turbulence and icing regions as well) cause 1227 
significant ATM impacts. This 4D volume is likely to be derived from weather forecast data 1228 
from the NextGen 4-D4-D Wx Data Cube and from information about the expected demand at a 1229 
given time and location that reflects user preferences. The FCA is thus a product of the 1230 
translation of weather into ATM impact; it requires a capacity estimation technique to define the 1231 
capacity reduction due to the forecasted weather [CRD07, KMP07, SWG06, SWG07, SWG08]. 1232 
The AFP is a TMI that responds to the ATM impact in terms of a TFM plan that adjusts 1233 
periodically (e.g., every 30 minutes) as long as the scheduled demand continues to exceed the 1234 
FCA capacity. 1235 

The AFP for NextGen is able to control a number of factors. Strategically, the AFP controls the 1236 
takeoff time (ground delay) for aircraft heading to the FCA in order to control the flow rate of 1237 
traffic entering the FCA. Tactically, the AFP defines the entry points into the FCA as a function 1238 
of time. As aircraft approach the FCA boundary, the AFP defines safe routes (routes that avoid 1239 
hazardous convection, turbulence, or icing constriants) across the FCA in order to maximize 1240 
capacity usage within the FCA region subject to the dynamic 4D weather constraints. One 1241 
algorithmic solution to the AFP minimizes the sum of all delays experienced by all flights in the 1242 
AFP [KJP06]. 1243 

Because the AFP must reason about the effects of weather on airspace capacity for long 1244 
lookahead times, it is necessary for the AFP to reason about a probabilistic estimate of capacity 1245 
[MPK06, SB09]. Thus, the FCA boundary is not known precisely, but it represents the general 1246 
vicinity in 4D where the constrained airspace is likely to occur. As the time horizon shortens 1247 
(when most aircraft are en route), the exact boundaries of where the FCA must control traffic 1248 
flow is known more precisely based on deterministic estimates of capacity. Because the routes 1249 
across the FCA may not be synthesized until flights are within about 1 hour from entry into the 1250 
FCA, a datalink is required in NextGen to inform air crews of the routing needed for safe and 1251 
efficient travel across the FCA. Thus, the AFP is an implementation of strategic TFM plans to 1252 
continuously adjust the flow rate of traffic entering the FCA in order to match demand with the 1253 
capacity estimates that were initially set using probabilistic techniques and later refined through 1254 
deterministic means.  1255 

B-2.4 Ground Delay Program Planning under Capacity Uncertainty 1256 

Uncertainty in capacity forecasts poses significant challenge in planning and controlling a GDP. 1257 
There are two main decisions associated with any GDP: (1) setting the AAR, and (2) allocating 1258 
landing slots to flights, and hence, to the airlines who operate those flights. 1259 

The AAR is dependent on uncertain weather conditions; it is not known in advance with 1260 
certainty. Therefore, when a GDP is implemented, a planned AAR (PAAR) must be set based on 1261 
stochastic information. A “static” stochastic optimization model for deciding optimum PAAR 1262 
was presented in [BHO03]. There are other variants of such models [KR06, RO93]. The models 1263 
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require an input arrival schedule, a finite set of capacity scenarios, and their probabilities. A 1264 
scenario represents time-varying profile of airport capacity. A cost-ratio between ground and 1265 
airborne delay can be adjusted to penalize excessive airborne delays. Given these inputs, the 1266 
static optimization model [BHO03] generates the optimum PAAR. 1267 

Uncertainty in airport capacity is represented by a set of scenarios in stochastic optimization 1268 
models. Probabilistic weather forecasts are needed. Past research has addressed this issue for 1269 
specific airports [Wi04]. Research is currently underway to generate probabilistic weather 1270 
forecasts at airports and en route airspaces. One methodology generates capacity scenarios by 1271 
analyzing historical observations of AAR [LHM08]. In the future, a combination of probabilistic 1272 
weather forecasts and empirical data analysis could be used to generate capacity scenarios for 1273 
airports. 1274 

After setting the PAAR, the next step in a GDP is to assign slots to airlines. In today’s system, 1275 
this is done by executing a Ration-by-Schedule (RBS) algorithm, which is based on first-1276 
scheduled-first-served principle. Before RBS is applied, certain flights are exempted from the 1277 
GDP. The primary reason for exempting flights is to mitigate capacity uncertainty. The RBS 1278 
algorithm, which lexicographically minimizes the maximum delay of included flights [Vo06], 1279 
has been accepted as the standard for equitable slot allocation. In a recent study, a new algorithm 1280 
– Equity-based Ration-by-Distance (E-RBD) – was proposed that considers both equity and 1281 
efficiency factors in slot allocation [HBM07]. 1282 

A GDP is a stochastic and a dynamic process. Changing conditions at an airport, for instance due 1283 
to weather constraints, requires revision of GDP parameters and flight delays. In static 1284 
optimization models [BHO03, KR06, RO93] decisions are made once and are not revised later 1285 
based on updated information. This deficiency is overcome by dynamic optimization models 1286 
[MH07, RO94]. However, it is possible to re-apply static models, and revise decisions, whenever 1287 
updated forecast becomes available. Figure B-27 presents an algorithm for planning a GDP 1288 
under uncertainty, and dynamically revising decisions in response to updates in the information 1289 
on demand and capacity. The steps within the algorithm are similar to how GDPs are planned in 1290 
today’s system under the Collaborative Decision Making (CDM) paradigm 1291 
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 1292 

Figure B-27 A dynamic stochastic algorithm for planning and controlling a GDP. 1293 

Dynamic stochastic optimization models simultaneously decide PAAR and slot allocation to 1294 
flights [MH07, RO94]. The dynamic models typically assign scenario-contingent slots to 1295 
individual flights. These models allow revision of delays based on updated forecasts. Along with 1296 
a set of capacity scenarios, these models require as input a scenario tree, whose branching points 1297 
reflect changing AARs. What complicates the applicability of dynamic models is the fact that the 1298 
branching points in time must be predicted in advance and provided as input to the models. 1299 
Techniques for generating scenario trees from empirical data were explored in [LHM08]. 1300 
Performance-wise, however, dynamic models outperform the static models. Application of the 1301 
dynamic models for GDP planning would require a change in the intra-airline flight substitution 1302 
process. Unlike in today’s system where each flight receives one slot, the dynamic models would 1303 
assign a portfolio of scenario-specific slots to a single flight. Thus the flight substitutions would 1304 
also become scenario-specific, and hence, more complex. 1305 

Along with capacity uncertainty, there could be uncertainty in flight arrival demand [BVH01]. 1306 
This could result from flight cancellations, deviation from scheduled or controlled arrival times, 1307 
and arrivals of un-scheduled flights. Developing models that account for both demand and 1308 
capacity uncertainty is a potential research topic. 1309 

B-2.5 Contingency Planning with Ensemble Weather Forecasts and 1310 
Probabalistic Decision Trees 1311 

Management of the complex interaction between potential weather outcomes and TMIs can be 1312 
modeled using a collection of potential weather scenarios. These would be retained in an 1313 
ensemble forecast, which would serve as input to a Probabilistic Decision Tree [DKG04]. Flow 1314 

 

Flight schedules

Weather forecas ts translated
to capac ity scenarios  

and their probabilities 

Static stochastic optimization
model

Upda tes 

Planned airport arr ival rates

Slot allocation to flights  
(i.e., to airlines who opera te them)

Intra-airline substitutions
and cancellations

Compress ion 
algorithm 

Upda ted 
schedule 



Joint Planning and Development Office (JPDO) 

DRAFT v0.8 

ATM-Weather Integration Plan 

 B-45 July 10, 2009 

planners would make use of this to form a primary plan and contingency flow plans (one for 1315 
each possible weather scenario) (for instance, strategic two to four hours in the future). This 1316 
assists in the strategic planning of GDPs, AFPs across FCAs as well as tactical GSs, holding, 1317 
metering, reroutes, and other plans.  1318 

Ensemble weather forecasts aim to represent the spread of possible outcomes of the weather. 1319 
Since there could be hundreds of different weather scenarios, the secret to this techinque is to 1320 
group the scenarios by general natural and impact on air traffic. Weather organization (e.g. squall 1321 
line versus popcorn storms) is one such way to group scenarios into a more managable number. 1322 
Each representative scenario would have associated with it a likelihood (probability) of 1323 
occurrence. This technique allows for automated routines to propose hedging strategies. Hedging 1324 
strategies are a proven way to take a wide range of possible outcomes into account without 1325 
falling back on an overly conservative (worst-case scenario) strategy. Some weight is given to 1326 
dire outcomes, but other more optimistic outcomes are considered as well. This leads to a more 1327 
balanced strategy that peforms well on average; cost savings are incurred with repeated use 1328 
[HKD07]. Probabilistic forecasts and the use of probabilistic decision trees will have failures on 1329 
a daily review, but over the long-term will show improvement in operations. 1330 

The probabilistic decision tree manages the ATM impacts and probabilities of occurance. As 1331 
illustrated in Figure B-28, the decision tree is set up to reason about the general dimensions of 1332 
forecast error that are possible in the future, and how these should be linked to strategic and 1333 
tactical TMIs that will address those scenarios. The tree is mainly for benefit of the human users. 1334 
It provides a map of key TMI and flow planning decisions that need to be made. Decision 1335 
makers and other stakeholders can follow along to see which critical decisions must be made, 1336 
when, and ATM-impact costs associated with the course of action.  1337 

First, the ensemble captures potential variations in weather types that may emerge, and 1338 
associated probabilities. Errors in timing, coverage, echo tops, and translational errors may be 1339 
considered in the tree. In order to process such errors, the appropriate weather to ATM impact 1340 
models must be invoked, requiring potentially a wide range of ATM impact models from 1341 
capacity estimates, route blockage probabilities, affects of weather on AARs, or other impacts. 1342 
Associated with each branch of the tree is a set of TMIs that would be used if the future evolves 1343 
to that state. 1344 

For NextGen, the use of probabilistic decision trees to manage traffic in the NAS requires both 1345 
ATM impact models to mature as well as the understanding of how to best assemble TMIs into a 1346 
probabilistic decision tree that meet the objectives of a strategic plan of operations. Given that 1347 
the amount of weather forecasts in an ensemble is likely to be large, and the space-time 1348 
dimensions of potential uncertainty further expand the number of scenarios, NextGen will 1349 
require research on how to best manage probabilistic decision trees using computers as the 1350 
number of possible futures is far larger than humans could cognitively grasp 1351 
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 1352 

Figure B-28 Probabilistic decision tree reasoning with an ensemble of weather forecasts. 1353 

B-2.6 Probabilistic Traffic Flow Management 1354 

An important goal of TFM is to ensure that traffic loadings do not exceed system capacities. 1355 
TFM problems often involve time horizons extending to one or more hours into the future. This 1356 
strategic TFM problem is inherently stochastic since both the traffic loadings and system 1357 
capacities are difficult to forecast precisely over such long time horizons [WSZ05]. Strategic 1358 
TFM solutions need to account for forecasting uncertainties. 1359 

The strategic TFM problem is difficult even in the absence of forecasting uncertainties [BS98]. 1360 
This difficult problem is solved mainly by human operators in today’s NAS. A strength of 1361 
human decision making is its intuitive ability to rapidly assess and approximately account for 1362 
uncertainties. Such powerful intuition will be a challenge to replace in automated strategic TFM 1363 
solutions in NextGen. These future TFM solutions hold the promise of significantly improving 1364 
NAS performance and repeatability, but first they must match the robustness inherent in human 1365 
decision making. 1366 

Any strategic planning activity within the NAS requires forecasts which contain uncertainties 1367 
since all forecasted quantities are random variables. For instance, surveillance reports, navigation 1368 
data, communications, user intent and conformance, weather, and the possibility of anomalous 1369 
events all introduce uncertainty into NAS forecasted quantities. These processes could be 1370 
modeled and their random variables estimated in a classic covariance propagation [Ge74]. But 1371 
this is difficult due to the magnitude of the problem and the substantial modeling effort required. 1372 
Perhaps the biggest drawback to the approach, however, is the difficulty in accounting for the 1373 
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substantial human-in-the-loop decision making that critically affects these processes. In fact, in 1374 
the absence of such an accounting, the variances of many random variables (e.g., aircraft 1375 
position) can rapidly grow. In this case distributions flatten and the strategic TFM problem 1376 
reduces to a non problem due to an absence of information. 1377 

An alternative to the classic covariance propagation approach is to identify the key random 1378 
variables in the strategic TFM problem and model them with aggregate uncertainty models, 1379 
based on system domain knowledge and historical data. In this rational-empirical approach, one 1380 
(i) constructs mathematical models describing the random variable uncertainty as a function of 1381 
the relevant independent variables and (ii) fits these models to the historical data [WSZ05, H07a, 1382 
HR08, HW08]. This approach also has the advantage that many random variables can be ignored 1383 
as irrelevant. For instance, though surveillance error should be accounted for in a classic 1384 
covariance propagation approach, it becomes irrelevant in the aggregate model of traffic loading 1385 
uncertainty [WSZ05]. 1386 

In the strategic TFM problem, forecasted traffic loadings and system capacities are the most 1387 
important random variables that need to be estimated. Since loading and capacity are typically 1388 
expressed as integers, these random variables can be expressed as discrete distributions, known 1389 
as probability mass functions (PMFs). Properly constructed, these PMFs faithfully represent the 1390 
forecast accuracy. They are neither less accurate (wider) nor more accurate (thinner) than the 1391 
forecast accuracy. Given PMFs that faithfully represent the forecast accuracy, the probabilistic 1392 
TFM solution can then use them to account for the uncertainties that are unavoidable at the 1393 
planning stage. 1394 

A misconception is that a probabilistic TFM solution is limited to probabilistic, or multiple, 1395 
solutions. Such solutions would be difficult to implement but are easily avoided. Probabilistic 1396 
TFM solutions can use probabilistic forecasts to produce a deterministic solution. An obvious 1397 
approach is to compare the traffic loading and system capacity PMFs to evaluate a congestion 1398 
cost (e.g., by convolving the PMFs). Such a metric can be forecasted for NAS elements, such as 1399 
airports and regions of airspace, and for flights. Figure 30 shows an example of the distribution 1400 
of flight costs in a day [H07a]. 1401 

 1402 

Figure B-29 Example histogram of flight congestion costs. 1403 
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Such congestion forecasts, by flight or by airspace / airport, are crucial in the probabilistic TFM 1404 
solution. They can be used to guide flight selection, for delaying or rerouting. And they can be 1405 
used to manage system congestion to acceptable levels. And this approach is well-suited to the 1406 
NextGen principles of trajectory-based operations and user involvement.  1407 

The specific solution method can take several forms. One is a resource allocation solution 1408 
involving a combination of rerouting and ground delay. This probabilistic TFM concept has a 1409 
high maturity level, as it has been defined, analyzed and verified at various levels. Also, it has 1410 
been simulated for several different types of traffic and weather days, and has been tested in a 1411 
real-time system testbed [H07a, H07b, H08]. 1412 

B-2.7 A Heuristic Search for Resolution Actions in Response to Weather 1413 
Impacts 1414 

Uncertainties present in demand, weather, and capacity, create a need to resolve congestion in an 1415 
efficient and flexible manner. In both the strategic and tactical time frames, the methods utilized 1416 
to resolve congestion should provide metrics to measure the quality of the proposed solutions. As 1417 
it is desirable to have flight-specific resolution actions, there are many potential solutions and the 1418 
challenge is to find a good solution quickly. A Generalized Random Adaptive Search Procedure 1419 
(GRASP) can address this problem through a computationally-efficient heuristic optimization 1420 
approach. GRASP finds feasible solutions quickly and evaluates proposed solutions against 1421 
defined metrics to determine the set of resolution maneuvers that best satisfies the objectives.  1422 

Figure B-30 illustrates the decision loop. The process creates an ordered list of flights and then 1423 
examines each flight individually to determine if it can remain on its original path or if it must be 1424 
delayed and/or rerouted. Weather information is used to predict sector capacities in and around 1425 
the congested area, and flight options that violate the congestion resolution goal are less 1426 
desirable. The flight list is ordered probabilistically, using specified priority criteria such as first-1427 
come first-served (FCFS), to determine the likelihood of placement in the sort order. This is 1428 
useful because it exploits the fact that the chosen prioritization criteria may not fully capture the 1429 
best situation and therefore minor modification in the ordering may be beneficial [FR95]. 1430 
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 1431 

Figure B-30 Congestion management algorithm flow diagram. 1432 

Once all flights are examined, an objective function is used to measure solution quality against a 1433 
variety of goals. Objective functions are formulated to evaluate the quality of the solution as a 1434 
whole, such as congestion resolution effectiveness, total delay, or the equitable distribution of 1435 
resolution actions among users. After iterating, the algorithm returns the best solution found. 1436 

This process for air traffic congestion provides a flexible and computationally efficient 1437 
alternative to more traditional heuristic optimization algorithms [MWG06, SMW07]. Given its 1438 
computational efficiency, GRASP could be employed within a larger decision making process, 1439 
such as sequential probabilistic congestion management [WG08], to optimize the resolution 1440 
maneuvers at each stage of the decision process. 1441 

Another useful application is to evaluate quantitative measures of the impact on a policy 1442 
objective that result from implementing a given prioritization criteria. For example, by choosing 1443 
a FCFS prioritization, the impact on delay and equitable distribution can be compared to the 1444 
results obtained from the choice of an alternative prioritization (e.g., sort flights by the number of 1445 
congested sectors they currently are planned to traverse). This type of analysis can provide 1446 
feedback as to which choice of prioritization criteria is desirable, based on the trade-offs 1447 
obtained in the policy objectives considered. 1448 
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B-2.8 Integrated Departure Route Planning with Weather Constraints 1449 

NextGen will require an Integrated Departure Route Planning (IDRP) capability in order to 1450 
handle departure traffic efficiently and safely. The IDRP capability must integrate departure 1451 
route and en route sector congestion information, especially when weather constraints are present 1452 
and traffic demand must dynamically adjust to predicted downstream capacity fluctuations. This 1453 
concept also applies to downstream weather constraints such as convection, turbulence, or icing. 1454 
The IDRP capability reduces the time needed to coordinate and implement TMIs and supporting 1455 
departure management plans.  1456 

A variety of TMIs such as reroutes, MIT restrictions, and GDPs are generated to control the NAS 1457 
when air traffic demand on specific resources – sectors, routes, and fixes – is predicted to exceed 1458 
capacity. This is especially crucial when system capacity is reduced by severe weather. In current 1459 
operations, with limited automation support, traffic managers must mentally integrate the traffic, 1460 
weather, and airspace resource information and project that information into the future. This 1461 
process is difficult, time consuming, and inaccurate. In NextGen, in order to maximize airspace 1462 
capacity while maintaining safety, it is desirable to minimize the impact of TMIs on operations 1463 
and to implement only those TMIs necessary to maintain system integrity. 1464 

Route availability [DRT08] feedback helps traffic managers determine the specific departure 1465 
routes, altitudes, and departure times that will be affected by significant convective weather, 1466 
turbulence, or icing. NextGen DSTs will assist users in deciding when departure routes or fixes 1467 
should be opened or closed and to identify alternative departure routes that are free of weather 1468 
constraints. DSTs need to help traffic managers answer the questions: 1469 

 If a route is impacted by the weather constraint during a particular time window, 1470 
which and how many aircraft are affected? 1471 

 What alternative departure routes are free of weather constraints during a particular 1472 
time window, and how many aircraft can the route handle? 1473 

The IDRP concept (Figure B-31) translates weather constraints into ATM impacts, and thus 1474 
helps decision makers evaluate and implement different TMIs [MBD08] in response to the 1475 
projected ATM impacts. The concept takes into account multiple factors that can have significant 1476 
effects on departure management when weather constraints are present. In evaluating the impact 1477 
of congestion and downstream weather constraints on departure operations and potential actions 1478 
to mitigate those impacts, traffic managers must consider filed flight plans and acceptable 1479 
alternatives, surface departure queues, predicted weather impacts (route availability) along both 1480 
departure and arrival routes in the terminal area and nearby en route airspace, the current state of 1481 
departure routes (open, closed, MIT, etc.), predicted congestion and flight times along weather-1482 
avoiding reroutes, and the weather forecast uncertainty. By bringing all of these factors into an 1483 
integrated environment, IDRP can reduce the time needed to make departure management 1484 
decisions and coordinate their implementation. If it is integrated with surface and arrival 1485 
management systems, IDRP can improve efficiency over the NAS considerably. 1486 
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 1487 

Figure B-31 Integrated Departure Route Planning Concept. 1488 

B-2.9 Tactical Flow-based Rerouting  1489 

This concept for rerouting air traffic flows around severe weather is for a tactical timeframe (0 to 1490 
2 hours out) and requires an ATM-impact model for route blockage, as illustrated by Figure B-1491 
32. In this timeframe, weather predictions are relatively good, so the reroutes can be closer to the 1492 
weather than strategic reroutes and thread through smaller gaps between weather cells. 1493 
Automated solutions makes tactical rerouting easier, increasing the ability of traffic managers to 1494 
implement them. Moving this activity from controllers to traffic managers will reduce controller 1495 
workload, thereby safely increasing airspace capacity during severe weather. 1496 

 1497 

Figure B-32 Example flow reroute. 1498 
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A Flow-based Tactical Rerouting DST identifies flights that are likely to need deviations from 1499 
their current routes to avoid severe weather. The flights considered can be limited to the flights 1500 
in a Flow Evaluation Area (FEA) flight list [CDM04] to narrow the focus to particular flows or 1501 
areas. To determine severe weather encounters, predicted 4D trajectories are probed against a 1502 
WAF [DRP08] that is based on a dynamic 4D weather forecast, including echo tops. Parameters 1503 
are provided to allow the traffic manager to adjust the sensitivity of the probe. 1504 

The DST groups the flights identified with WAF encounters into flows according to weather 1505 
impacted route segment, arrival airport, sectors traversed, or some other manner, and presents 1506 
those to the traffic manager. The traffic manager can select one or more flows to examine in 1507 
more detail in a flight list or on a map display, and advance time to view the predicted future 1508 
situation. The traffic manager can select one or more of the impacted flows and request reroutes 1509 
from the DST. The DST can then generate reroutes that avoid the WAF. It may achieve this 1510 
based on historical routes, a network algorithm, or both. A ground delay can also be used with 1511 
the current route to allow the weather to move off of the route. The resulting clear routes are 1512 
ranked and filtered based on a number of criteria such as delay, required coordination, 1513 
consistency with existing traffic flows, sector congestion, and closeness to weather.  1514 

Traffic managers determine the best reroutes for each flow. The reroutes go into a list with all the 1515 
information necessary to implement them, including identification of air traffic managers 1516 
(external facility or internal area) that need to approve them. After coordination, an air traffic 1517 
manager in a rerouted flight’s controlling facility can accept and implement the reroute. 1518 

B-2.10 Tactical On-Demand Coded Departure Routes (CDRs) 1519 

This concept for rerouting air traffic flows around severe weather is based on moving today’s 1520 
static, fixed Coded Departure Route (CDR) framework for rerouting traffic on jet routes during 1521 
severe weather events into a dynamically defined “On Demand” CDR framework [KPM06] for 1522 
NextGen for routing 4D trajectories in a tactical timeframe (0 to 2 hours out). The method 1523 
requires an ATM-impact model for route blockage to identify ahead of time when On-Demand 1524 
CDRs are needed, as previously illustrated by Figure B-32, and the ability to design space-time 1525 
reroutes between city pairs with a 1-2 hour look ahead time (Figure B-33). The purpose of On-1526 
Demand CDRs is to move the rerouting decision as close to the tactical time horizon as possible 1527 
to eliminate the uncertainty in rerouting – eliminating the potential for several weather outcomes, 1528 
as is the case in ensemble weather forecasts, and focusing in on one projected weather outcome 1529 
in the tactical time frame. 1530 



Joint Planning and Development Office (JPDO) 

DRAFT v0.8 

ATM-Weather Integration Plan 

 B-53 July 10, 2009 

 1531 

Figure B-33 On-Demand CDRs between pitch and catch gates from Airport A to B. 1532 

Today, CDRs are generated far in advance of the day that they are implemented. The routes are 1533 
maintained in a database and distributed between the ANSP and the users (airlines). If the 1534 
weather forecast is highly predictable, the ANSP selects the CDR that best solves a weather 1535 
avoidance problem, given other TFM constraints. For less predictable weather, the ANSP 1536 
identifies CDRs that could be used to avoid multiple weather constraint scenarios, asks the NAS 1537 
users to prepare for this full set of contingencies (alternative CDRs), and then assigns the actual 1538 
route to the flight as it departs. However, today’s CDRs often take aircraft far out of the way as 1539 
they do not shape the weather avoidance route to the actual movement of the weather constraint. 1540 

The On-Demand CDR concept dynamically generates CDRs approximately 1-2 hours in advance 1541 
of take off time based on the latest deterministic weather forecast. The benefit of generating 1542 
CDRs as needed to meet the constraints imposed by the weather forecast is that the routing 1543 
solution adapts and best fits both the emergent weather pattern and latest traffic flow 1544 
requirements. Such weather avoidance routes can be generated with a space-time weather 1545 
avoidance algorithm [P07] that takes into consideration the weather forecast, CWAM WAF 1546 
[DE06, CRD07] or other weather avoidance constraints, and relevant human factors (see C-5) 1547 
and domain knowledge requirements [KPM06]. The weather avoidance routes do not have to be 1548 
based on today’s jet routes and Naviads, since in NextGen, RNAV routing and RNP performance 1549 
will allow routes to be defined anywhere in the sky 1550 
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